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Abstract: 

Human body consists of various important organs for processing the entire metabolism 

of the human being. Some of them are the kidneys, brain, heart and liver. The proper 

functioning of these organs will lead the person happy life. The identification of 

problems to these organs is also important at the right point of time. In the current 

article a GUI model had been developed such that to identify the level of damage 

happened to liver based on the data given by users. The current model will also provide 

the details about various problems that causes to the liver through GUI model. The 

saying in the medical field is always predicting the disease in earlier stages is better 

than at the crucial period such that to reduce the damage of that problem to that 

particular organ. The symptoms also become more different and also difficult to 

analyze at later stages. In the current tool, an attempt had been made to utilize the 

machine learning algorithms like K-means, ANN and SVM to analyze the liver patients 

from a group of normal patients. The comparison of the machine learning algorithms 

for their performance to identify the liver problems based on performance factors also 

observed. The developed GUI can be a good source for the doctors to analyze liver 

diseases. 
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1. Introduction

Human body had a versatile number of parts which are 

playing a key role for the healthier life of any human 

being. Some of those parts are brain, heart, liver, 

kidneys, etc,. The successful functioning of these parts 

will lead the life any human being successful and a 

happy life [Dimitris Lipara et. Al., Kulwinder Kaur et. 

Al., Pooja Sharma et. Al.,]. The diseases or the problems 

occurring with these parts may lead to great damage to 

the functioning of the human body. The major problem 

concerned with these components was all these parts 

working metabolism depends on the functioning of other 

parts of the body. The identification of problems with 

these parts and diagnosis at the right intervals at right 

point of time is more important such that the further 

damage of the parts and the problem spreading to other 

parts also can be reduced to some level. When the 

diseases to these organs are in severe conditions, the 

symptoms are apparently changes from the regular types 

of symptoms and it becomes difficult to identify when 

the diseases are in critical stages. With proper 

medication and other measures taken by the patients, 

these problems can be reduced to some level of damage 

to the other parts of the body. The currently developed 

application is a graphical user interfacing unit with 

which the doctors or medical practitioners can utilize to 

identify the symptoms and give as input and can identify 

the problems of liver diseases at various stages [Hao Jia, 

Manmohan Shukla et. Al., V.V.Ramalingam et. Al.,]. 
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The current model is also used to identify the number of 

people with liver problems also identified from the 

available list of patients. A group of patients and their 

blood samples and values are made with databases and 

the data was given as input to the current model and list 

of patients with liver problems are identified from the 

available list of total patients in the selected database. 

1.1. About Liver 

Liver is one of the important organs in the human body 

[G.Ignisha Rajitha et. Al., Esraa Mamdohi Mai et. Al., 

Islam MM et. Al., Mei Ying et. Al.,]. The size of the 

liver is large and its place in the human body is on the 

right side of the belly of the human being. The colour of 

the liver is red and brown in colour. It always looks like 

the feel of a rubber type of material to touch. The tasks 

performed by the liver in the human body are around 

500 tasks [Abhijit singh Putu et. Al., MoonSun Shin et. 

Al., Jung-euk Ahn  et. Al.,]. The best feature of this 

organ is that it can regenerate at any point of time. Due 

to this unique property, it can be repaired or the 

problems occurred to this organ can be easily reduced 

and can be resolved easily. The normal view of a human 

liver can be observed in fig 1. 

 

 
Fig.1: Human Liver [1] 

Some of the problems that can occur to these organs are 

liver cancer, liver failure, gallstones, Ascites are some of 

the common and more serious issues that were happen to 

most of the people in terms of liver problems. 

1.2.  Machine Learning 

Machine learning is one of the applications of artificial 

intelligence and it plays a key role in machines to learn 

things by observing the previous data and can take 

decisions based on the previous data [Mei Ying et. Al.]. 

The data that can be given as input can be considered as 

the training data from which the machine will learn the 

facts or the conditions on the data that was supplied and 

based on such data, the machines tries to take decisions 

on various scenarios. If the data regarding a particular 

problem did not exist in the database, then a hypothetical 

situation will be arid to any machine. Hence, it is the 

duty of the developers to lookout the data related to all 

the problems or the issues that the machine is going to 

face should be there in the training data. Otherwise, the 

problems of hypothetical errors might arise [Abhijit 

singh Putu et. Al.,]. Several algorithms and techniques 

had been developed under this application and are being 

used highly in the research world today. Some of the 

important algorithms available today for the better 

implementation of the current model algorithms are, 

 

 

a. Support Vector Machine (SVM) [16] 

b. Artificial Neural Network (ANN) [16,17] 

c. Random Forest 

a. Support Vector Machine (SVM) 

In machine learning, the supervised algorithms are the 

important type of algorithms and some important 

algorithms fall under this group of algorithms. Support 

vector machine (SVM) algorithm is the important 

algorithm falls under this category. This algorithm can 

be used for regression type of problems and for 

classification type of problems and their analysis [Islam 

MM et. Al.,]. In order to differ or separate two classes of 

data, several types of hyper planes are available such 

that to choose among the available group of hyper 

planes. In most of the cases, the objective is to identify 

one plane among the other planes that has the margin 

values are very high. The hyperplanes example for an 

SVM algorithm can be seen at the fig.2. 

 

 
Fig.2: Hyper planes example of an SVM Algorithm [Tom 

Bromley et. Al.,] 

 

The value is high means it can be taken as that the 

distance between various points in those classes is 
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having the good margin. As this distance is more, the 

future classification is also done easily for further future 

sources. These hyperplanes can also be considered as the 

boundary decisions to be considered and also for 

identifying and classifying various pints of data in 

various databases. When the program is being run, the 

data points will fall on both sides of the planes, both 

sides of the planes data points can be considered as the 

data points belongs to two different classes of data. 

b. Artificial Neural Networks 

Neural networks are the one of the important 

applications of machine learning. The most important 

thing in this model is the current model works on the 

mechanism of neurons in the human brain such that to 

resemble the working of a neural systems in the human 

brain. The major applications or the help that the users 

are getting from these networks are the cluster and 

classifying of data. The artificial neural network model 

can be seen clearly for better understanding at fig.3. 

 
Fig.3: Artificial Neural network model [Tom Bromley] 

 

Some of the major applications of these neural network 

models are face detection, identifying the objects in 

images, identifying the expression on faces, identifying 

the gestures in images and videos, detection of voices, 

speech translation etc. 

d. Random Forest 

Classification is one of the major important 

considerations for any machine learning application. 

Performing this classification task precisely will give us 

more accurate and better performances than the expected 

ones. The major considerations are like predicting a 

customer for a product purchase or predicting the mood 

of the customers to check whether the product will be 

purchased by the person or not. All these sort of 

applications are key factors for the implementation of 

these random forest algorithms. Basically this algorithm 

belongs to the family of decision trees which are used 

very frequently for the identification of results from 

these sorts of applications. For better understanding of 

the random forest example, a model was presented at 

fig.4. 
 

 
Fig.4: Random Forest Example [4] 

 

In the working of the current algorithm, a various 

number of decision trees will present, these trees are of 

two types built. At first, every single tree is built based 

on the data available or data getting from the original 

database. And the next step is a subset of features are 

selected randomly from the each near nodes and the new 

data set or the new result set of nodes which were 

classified are given as output. 

 

1.3.  The Roc Curve 

ROC curve stands for the receiver operating the 

characteristic curve is basically used to represent the 

data trends that were showing towards the true false and 

false true etc. Basically this plot is designed by using the 

True positive rate and false positive rate at different 

threshold values. 

 

 
Fig.5: An example of ROC curve model [5] 

 The mode of classification and the success rate of data 

classification can also be observed with this curve as an 

output. Most of the researchers are using the same the 

mode of curve fro representing various data 

classification techniques and models now days. In order 
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to have the better understanding of the ROC curve 

model, an example curve had been presented at fig.5. 

2. Literature Review 

Several authors had done various works on the area 

related to the current article. Some of the articles and 

authors who had done some related works are discussed 

in the current section to identify the similar set of works, 

 

V.V. Ramalingam, A.Pandian, R. Ragavendran 

discussed about various algorithms that can be used for 

identifying the problems of liver diseases in human 

beings. They had discussed in detail about various 

algorithms of machine learning and decision trees, and 

also explained how these algorithms can be used for 

further analysis of finding diseases in liver and its 

related components.  

 

G. Ignisha Rajathi and G. Wiselin Jiji discussed in detail 

about the chronic diseases that might occur with various 

symptoms and with several causes. All the symptoms 

and the disease issues were discussed in detail with the 

help of various algorithms like the Simulated Annealing 

and Ensemble Classifier. The results are very good and 

impressive and the identification of these serious 

diseases can be found easily by utilizing this method of 

techniques further for achieving the better results. 

 

Esraa MamdouhMai, Mabrouk Mai Mabrouk discussed 

about diabetes and chronic liver diseases and the reasons 

for their presence in human bodies are also discussed in 

detail. SVM algorithm had given some good resulted 

when their model was implemented with their own 

dataset. 

 

Islam MM, Wu CC, Poly TN, Yang HC, Li YJ discussed 

about the fatty liver diseases and their symptoms and the 

problems and solutions for the same diseases. They had 

used various machine learning algorithms to identify the 

symptoms from the pool of items to be noted at various 

databases and the algorithms for the same. The results 

and the utilization of the method are described in detail 

and the results are interesting for further analysis and 

extensions of the works. 

 

From the above works, almost all the works are done 

with the various machine learning algorithms. Very few 

works are done with the combination of both machine 

learning and decision tree algorithms. Hence, in the 

current work an attempt has been made to analyze our 

new dataset with the combination of both these types of 

algorithms and tried to analyze the performance of these 

algorithms. The results and representations are discussed 

in detail in the form of ROC curve and other values. 

3. Proposed System 

Several authors had considered several algorithms and 

methods to identify the presence of liver related issues 

and diseases in human beings with the presence of 

various symptoms. If the detection of these diseases 

were done at right intervals of time, the disease and its 

related issues can be reduced to a great level of relief to 

these patients. In the current work, an attempt had been 

made to analyze the performance of the two set of 

algorithms like the machine learning algorithms and the 

decision trees algorithms. From the pool of the machine 

learning algorithms, we had considered the SVM 

algorithm and the ANN algorithm and from the pool of 

decision trees algorithms Random Forest algorithm had 

been chosen. The performance was analyzed by 

collecting the various set of samples from various 

hospitals in Visakhapatnam and the results were 

displayed in the results section. 

4. Implementation and Results of the 
Current Methods 

The implementation of the current model considered was 

done in the following process and the detail process had 

explained as follows. For the better submission of data to 

analyze and to process, an integrated graphical user 

interface had been developed such that to submit the 

data and to process the data.  The graphical interface had 

been developed with the PHP model and the algorithms 

which were using in the current model are connected 

with the current GUI such that user can select the type of 

algorithm he needs to implement or he can check the 

data with a particular algorithm. A drop down menu had 

been created for the three set of algorithms and the user 

can select his choice of algorithms and also the users can 

select all the three algorithms individually and can check 

the results with three algorithms one after the other 

algorithm.  

 

The disease symptoms and its values may vary 

sometimes to some levels in males and females. Hence, 

it is always better to first classify the data for both male 

patients and female patients and then apply the algorithm 

from the above selected three algorithms and try to get 
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the results and conclude with those set of results 

obtained from the above interfacing unit with each 

algorithm implementation. The detailed architecture of 

the entire process had been presented in fig.6. 

 

 

Fig.6: Architecture model of the current method and flow of 

execution 

Whenever the data was being submitted by the user for 

checking with the currently developed model, the 

machine will collect the knowledge or expertise from the 

database that we had already submitted with previous 

results and symptoms. The machine learning algorithms 

needs to work on some existing data of patients such that 

to train from that particular data and take the decisions. 

Hence, a set of patients data was collected from various 

hospitals and laboratories in and around the 

Visakhapatnam City and a dataset of patients with both 

male and female with various ages had prepared. Once 

the data is collected and dataset is prepared, the cleaning 

of the data and correlation of the data is to be done and 

then the errors and noise in the database was removed 

for fast and easy working of the machine with these 

algorithms. Once the entire process of this data analysis 

had completed, the standard format of the data was 

prepared and the data needs to be analyzed for further 

algorithms to get more accurate results based on the 

various symptoms and their values present. Whenever 

the new choice of patient’s data is to be verified, the data 

is being verified and then the current record of patient’s 

data was added to the existing dataset. Once the data is 

cleaned and ready for checking the data had been 

distributed on the categorical basis. Then the data 

correlation and cleaning of data had been completed and 

the algorithms are implemented and the data results are 

represented in the form of ROC curve and the results 

presentation. 

 

When the database is present with various patients’ data 

with various attributes, the dataset is to be distributed 

with various numerical features. Some of those features 

are like age, albumin, alamine_Aminotransfarese, 

Albumin and Globulin Ratio, Alkaline Phosphate, direct 

bilirubin, total bilirubin, etc. The user interface of the 

current model was presented at fig.7 for better 

understanding. 

 

 
Fig.7: The user interface of the current developed model 

 

In order to understand the data and its components 

perfectly, exploratory data analysis and the distribution 

of numerical features had been done such that for the 

better understanding of the trends of the data. The 

exploratory data analysis model was presented in fig.8 

and distribution of numerical values is also observed in 

fig.9 in detail. 

 

 

Fig.8: Exploratory Data Analysis 
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Fig.9: Distribution of Numerical Features 

The resultant values after distribution of parameters and 

their components are shown and presented in fig.10. 

 
Fig.10: Resultant values after the proper distribution of values 

or the symptoms 

 

It seems there is outlier in Aspartate_Aminotransferase 

as the max value is very high than mean value. Dataset 

i.e the output value has '1' for liver disease and '2' for no 

liver disease so let's make it 0 for no disease to make it 

convenient. 

 

From the above table, the distribution of category and 

the features are plotted in the form of Bar graph for 

better understanding of the values and the symptoms are 

presented in fig.11 and fig.12. 

 
Fig.11: Distribution of categorical data 

 

 
Fig.12: Bar plots for categorical Features 

 

Number of patients that are male: 441 

Number of patients that are female: 142 

 

There are more male patients than female patients, Label 

Male as 0 and Female as 1. Once the data labelling 

format is decided, the represented format of the data in 

the below dataset table I, 
 

Table I. Dataset format with the representation of the 

labelling 

 
 

The correlations between the various parameters and the 

symptoms and their values are represented in the form of 



 

May – June 2020 

ISSN: 0193-4120 Page No. 8170 - 8178 

 

 

8176 

 

Published by: The Mattingley Publishing Co., Inc. 

a table format with their represented values which are 

correlated with other. The parameters considered with 

various symptoms and their values are represented at 

table II as, 
 

Table II. Correlated values representation of symptom 
values 

 
Once the data in the dataset was stabilized and values are 

represented, now it is the time to clean the data and tries 

to remove the outliers from the dataset and the process is 

implemented and the resultant data can be shown in the 

form of the graph at fig.13 as, 

 

 
Fig.13: Data representation after cleaning the data 

 

Once the data is finalized for testing and implementing 

from the dataset, now the standard procedure of data 

standardization needs to be implemented and the 

algorithms had also been used on the same dataset for 

further verification of the performance of the considered 

algorithms and their performance. The training dataset 

that was been done before going for the implementation 

can be seen at table III 

. 

 
Table III. Standardizing the data for implementation 

with algorithms 

 
 

In the next level of the process, the standard deviation 

method is also applied to standardize the test data and 

the test data in the dataset such that to get better results. 

The training process for the above table 3 had been done 

and the resultant table results are as follows at table IV. 

 

Table IV. The dataset table after implementing the 
Standard Deviation to the training dataset 

 
 

At first, the Support Vector Machine is being 

implemented with the selected dataset and the results are 

obtained in the form of both the ROC curve and actual 

values. The other two algorithms also had followed the 

same type of process and the results obtained are shown 

and the final observation about the performance of all 

the three algorithms are discussed and given the 

observations. 

 

Case 1. 

The results obtained for the SVM algorithm by 

calculating the ROC curve from the y_test and 

predictions are observed at fig.14 as, 
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Fig.14: ROC curve for SVM algorithm 

 

The accuracy of the above algorithm is observed as, 

 
 

Case 2. 

The results obtained for the Random Forest algorithm by 

calculating the ROC curve is presented at fig.15 as, 

 

 
Fig. 15: ROC curve for the second algorithm 

 

The output result from the current algorithm as follows, 

 
 

Case 3. 

The results obtained for the Artificial Neural Network 

model algorithm by calculating the ROC curve and value 

observed at fig.16 as, 

 

 
Fig. 16: ROC curve for the ANN model 

 

The output result from the current algorithm are shown 

in fig.17 as, 

 

 
Fig.17: Output results for the model 

 

From the above implemented all the three models with 

three algorithms, the ANN model is having the better 

results and better performance compared with the other 

two algorithms. 

5. Conclusions 

In the current article, an attempt has been made to 

analyze and diagnose the liver diseases in patients using 

various machine learning and decision trees algorithms. 

The machine learning and decision trees algorithms are 

working perfectly on the selected and prepared dataset of 

various patients who are suffering with various sliver 

diseases with various levels of the diseases. From the 

considered three algorithms, the ANN model is having 

the better performance when compared to the other two 

methods of algorithms. The GUI developed for 

performing the current applications and the tasks is very 

useful and helpful for the normal people also to work on 

it. Any educated person also can work on it with 

minimum knowledge of computer operations. 
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