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Abstract 

Advanced metering infrastructure (AMI) enabled the collection of consumer 

status in real-time. That is the reason, this information is very critical and huge to 

take an important decision regarding many aspects of the smart grid. The data 

collected from smart meter helps to analyse consumer profiling, energy demand- 

response, optimization of energy generation and many more. This paper 

demonstrates the complete process of Energy Data Analytics starting from 

cleaning of real time data till clustering of customer cased on energy usage over a 

period of six months. Clustering is one of the techniques which grouped the data 

elements based on some common characteristics. This paper exhibits the 

implementation of the clustering technique to classify the raw data into more 

meaningful information using Machine Learning (ML) models. Determining the 

number of clusters for any dataset is one of the crucial tasks. In this paper, 

techniques for cluster optimization, types of clustering and its implementation are 

discussed in detail. The dataset for the implementation is real-time data of 

industrial sector from Himachal Pradesh, Solan (H.P.). Furthermore, the 

implementation of all the techniques is performed on the energy data set using 

python software. 
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I. INTRODUCTION 

 

The smart meter is one of the vital sources of AMI, 

which enables us to record and monitor the daily 

consumption data of the customer. It collects the 

information on data usage after every 15-30 

minutes. In this way, it collects a huge amount of 

data for every customer. This granular collection of 

energy data helps to analyse the consumption 

pattern of the customer and the probability of 

energy demand. This can also help to identify the 

peak load usage of the energy and can help to plan 

the energy optimization policies. This is why 

research on energy data has gained momentum over 

a decade. While reviewing the literature on smart 

meter data analytics, it is found that the K-Means is 

a dominant clustering technique [1]. The clustering 

technique helps to categorize the consumer based 

on any criteria given by the user. When it comes to 

loading profiling, it is categorized based on the 

consumption of energy by each consumer. To get 

the load profile of the consumer, time-series 

consumption data is normally required with the 

time-stamp. As discussed above, the smart meter 

collects the data after every 15-30 minutes. So, 

normally it records 48-96 readings per day per 

consumer along with the time stamp details. This 

helps us to draw a load curve to show the energy 

consumption of the consumers. 

This paper will demonstrate modern data analytics 

techniques to process the load profile of the 

customer. Although the paper will discuss a few 

clustering techniques, the proposed method will be 

K-means to cluster the customers depending upon 

the energy usage profile. Sometime finalizing the 

number of clusters is a confusing task, when the 

numbers of records are more. This paper will also 

discuss various techniques to estimate the numbers 

of clusters best suited to the data. The work will be 

implemented on the data collected from industries 

in India. 

The paper aims at classifying the customers on the 

basis of smart meter energy usage data. To classify 

the customers, we used supervised clustering 
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algorithms, such as KMeans and agglomerative 

clustering techniques. Initially, section 2 describes 

the clustering techniques used to classify customers. 

It covers the detailed description of Agglomerative 

and KMeans clustering techniques. Section 3 deals 

with the techniques used to decide on a reasonable 

number of clusters, to classify the data. The Elbow 

Index Method and Average Silhouette Index 

Method (ASI) are the best methods used to decide 

on the number of clusters. Section 4 of the paper 

presents the complete implementation and results 

on the actual data followed by the discussion of the 

results, and section 4 concludes the paper with 

future work suggestions. 

 

II. CLUSTERING TECHNIQUES 

 

Clustering is a technique which groups data into 

most meaningful information depending on 

variable/ conditions assigned [1]. It is applied to the 

group of a consistent data set “where the within- 

group-object similarity is minimized and the 

between-group-object dissimilarity is maximized” 

[2]. Methods implemented for clustering the data in 

this paper are discussed in this paper are KMeans 

and KMediod, which are the best suited on 

electronics data 

 

Hierarchical Clustering 

 

clustering groups the data elements into a tree-like 

structure and gives the optimal clusters in a dataset. 

Hierarchical clustering is divided into two types 

namely; Top-Down clustering or Divisive method 

and Bottom-Up clustering or Agglomerative 

method. Top-Down or Divisive method assigns all 

the element to one cluster initially and then divide 

then into sub-clusters followed by the recursive 

process of selection till all the elements assigned to 

their most eligible cluster. Bottom-Up clustering or 

Agglomerative method assigns each element to its 

own cluster and then analyse all elements one-by- 

one and assign the element in the most similar 

cluster. It repeats this process until all the elements 

are assigned [3]. A dendrogram is used to represent 

this clustering [4]. 

estimate the proximity matrix, the distance between 

each point in the cluster is estimated before 

clustering. In hierarchical clustering, there are four 

prevalent methods used to check the distance 

between the points such as Single Linkage, 

Complete Linkage, Average Linkage, and Ward‟s 

Minimum-Variance Method. In this paper, 

Minimum-Variance Method of Ward‟s is used 

through agglomerative clustering using python 

programming. 

 

  K-means Clustering 

 

As discussed in the introduction part also, K-means 

clustering is one of the most popular unsupervised 

machines learning clustering methods. This 

clustering method has proven records in the 

adequacy of the clustering in various applications of 

the smart grid [5,11]. In this method, „K‟ means the 

number of centroids is chosen randomly initially for 

the data set. The iterative process of selecting the 

elements to the assigned centroids is performed. 

During the process, most suitable centroids are 

automatically assigned, to get the perfect result. 

Finally, it gives the most feasible clusters and 

grouped elements as a result. In this method, the 

number of clusters should be known in advance to 

assigned as centroids of the data. K-means 

algorithm goal is to minimize an objective function 

known as SEE or Squared Error function. 

 

III. CLUSTER VALIDATION 

 

Defining the adequate number of clusters for a 

dataset is a key issue especially in K-mean 

clustering where the specification of a number of 

clusters should be in advance. The requirement of 

evaluating the genuine number of clusters results in 

the discovery of various methods [6,13]. This article 

covers the two most popular methods for indexing 

an optimal number of clusters used in the smart grid 

namely, Elbow index [7] and Average Silhouette 

index [8]. All the indexes evaluate based on 

different properties of the data elements. So, it is 

advisable to apply more techniques to get the best 

results [9]. 

 

Elbow Index Method 

 

The main aim of deciding on the number of clusters 

for any data set is to obtain the number which is 

optimal and can give the best clustering of  

elements. In the case of K-means clustering, the 

number of clusters should be defined so that the 

total Within-cluster Sum of Square (WSS) is 

minimized [7]. The total WSS measure the cohesion 
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and separation of the elements in the cluster which 

ensures the compactness of the cluster. 

 

IV. RESULT & DISCUSSION 

 

The categorization of the customer is one of the 

critical tasks, which helps in implementing the 

policies to improve the energy conservation [12]. 

Based on the energy consumption curve, customers 

are segmented [10]. In this section, we will present 

the implementation phase and results such as 

deciding on the number of clusters, consumer 

clustering based on the usage data extracted from 

the smart meter device. The clustering of customers 

is done by two methods, namely, K-Means and 

Agglomerative. The procedure and implementation 

details are presented in sections 4.1 and 4.2. 

 

 Data Summary & Preparation 

 

Since the paper discussed all the methods and 

techniques applied for the procedure to calculate the 

energy load profile, now will discuss the 

information regarding the data set. This study is 

done on the data collected from the electricity 

department, Himachal Pradesh, India. This contains 

69 records of the data collected by smart meter on 

daily electricity consumption. All meters are 

deployed in the industrial area; hence the data is of 

industrial category. The reading is recorded every 

30 minutes interval. Every measurement is a load 

curve based on 24 hrs reading to understand 

consumer behavior. The fields in records were 

meter number, name of customer, timestamp 

(30min interval), and energy consumption in KVA 

and KW. The data was collected for a period of 8 

months, starting from Dec‟2018 till Jul‟2019. The 

main aim of the study is to implement the clustering 

technique on the data and classify the dataset into 

the most suitable cluster. These clusters then get 

processed to calculate the average energy 

consumption and to find out the majority of user 

energy usage. This study can help to predict the 

load forecasting in further study. The data is 

cleaned and processed for further analysis using 

IBM SPSS analytical tools. 

The data determine the consumption behavior of the 

companies. This data set is processed to get the 

energy daily consumption, average load and, 

average daily consumption for each cluster. The 

total number of meters was 69 initially, but after 

cleaning, identifying missing values and ignoring 

outlier, we have left with 61-meter records. As 

discussed above, to get the optimal cluster number 

we use Elbow Index. Figure 1 shows the result of 

the Elbow Index Method using Python, from which 

we decided to have 4 clusters as an optimal number. 

 

 

Fig 1. Optimal Cluster Validation – Elbow 

Method 

 
 

   Implementation of Clustering Technique 

 

To process the data sets into clusters, the 

agglomerative clustering technique is implemented 

using Python. The dataset is processed to calculate 

the total energy consumption (KW) for 8 months 

and then averaged using MS-Excel analytics tools. 

As specified above, the Elbow index method 

suggested 4 clusters to group the data. The 

following figure (Fig 2) shows the dendrogram 

generated by Python programming. The X-axis 

shows the meter number and y-axis shows the 

energy consumption. This clearly shows 4 clusters 

in hierarchical order. 
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Fig 2. Dendrogram based on average power 

consumption in KW (8 Months) 

 

Elements in clusters are extracted using K-Means 

clustering in python. Table-1 shows the elements on 

a particular cluster, average energy consumption for 

the duration of 8 months. The total consumer before 

cleaning of data was 69 and after processing 61. 

The distribution of the customers in the most 

suitable cluster is given in table 1 as follows. 

 

Table 1. Details of clusters formed on the 

complete dataset 

 
Cluster No. of 

Consumers 

Average 

Energy 

Consumption 

(KW) 

Average Daily 

Consumption 

(KW) 

C1 12 105.15 0.04 

C2 31 27.40 0.01 

C3 5 411.88 0.15 
  C4  13  191.07  0.07  

 

Load profiles for each cluster is shown with the 

help of scattered chart to visualize the consumption 

of customers in each cluster generated. Table-1 

shows the number of elements in each cluster, 

average consumption for 8 months, and average 

daily consumption in each cluster. This result helps 

to identify the categories of industries according to 

their energy load consumption. Further, we can 

utilize this information to estimate the peak load for 

each company and plan to optimize the energy 

during peak load hours. This result will prove to be 

beneficial to process the long-term energy demand 

prediction also. Now, the following figures (3-6) are 

representing the energy consumption of each 

customer in the respective cluster. 
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Fig 6. 

Fig 3. – Fig 6.  Showing distribution of customers 

in four clusters 
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From the above visualization, it is quite evident that 

clustering and comparison of customer energy 

consumption are very helpful in view of designing 

tariff structure, optimal energy planning, demand- 

side management, and many other planning 

decisions. From the above shown graphical result, it 

is clear that there are four categories of the 

company depending upon the load consumption 

profile. The average minimum load category is 

cluster-2 shown in figure-2, which is the majority 

rate of usage. The average maximum category is 

cluster-3 shown in figure-4. This cluster consists of 

a minimum number of industries also. 

 

V. CONCLUSIONS & FUTURE WORK 

SUGGESTION 

 

This paper demonstrates a complete step to process 

a dataset to calculate the average energy load 

consumption of the consumers. It also gives an idea 

about the most popular methods used for estimating 

the number of clusters for any data set and types of 

clustering techniques used for data mining. Taking 

into consideration, an energy consumption data set 

all the steps are performed using python. The 

processing of raw data is done using IBM SPSS 

software. To visualize results for a better 

understanding scattered graph is used. We have 

done this implementation based on the consumption 

of the customers. For further research, the 

timestamp data will be considered to process the 

consumption based on the specific time of the day. 

It will also be processed to differentiate the 

consumption of the customers based on weekdays 

and weekend. Since the data is from the industrial 

sector, we expect to have the maximum usage in 

weekdays. We plan to use this result for predicting 

the energy demand for the future and optimization 

of energy during peak load hour by offering better 

energy policies and incentives. We will be 

exploiting timeseries models and algorithm for 

future work such as ARIMA[15], LSTM[14], 

MLP[16] Timeseries to get accurate prediction. 
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