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Abstract 
The several techniques for credit scoring were used to create credit 

score cards. Due to its desirable features (robustness and transparency) 

logistic regression model is among them the most widely used in the 

banking industry.Although some modern techniques (support vector 

machine) were applied to credit scoring and showed superior predictive 

accuracy, they have problems with interpretability of the results. 

Therefore, those specialized methods were not commonly used in 

practice.Logistic regression with random coefficients is suggested to 

improve predictive accuracy of logistical regression.The proposed 

model will boost logistic regression prediction accuracy without 

sacrificing desirable features.The proposed method of developing the 

credit scorecard is expected to lead to successful credit risk 

management in practice. 

 

Keywords: logistic regression, Exploratory Data Analysis WOE and 

information value, DiscreditingPredictors/Binning.  
 

 

1. Introduction  

Be mindful of your credit scorecard??Did you have your 

credit rejected and do not know?. A financial institution 

or bank makes use of credit ratings to decide Who is 

applying for a loan number, at what interest rate and loan 

limits the more a financial institution is comfortable or 

bank can be of the customer‟s creditworthiness .but, Bank 

can be the creditworthiness of the customer.but a credit 

score may not form part of a daily credit report A 

mathematical formula is used to transform and data into a 

three-digit number in the credit report, used by lenders to 

make credit decisions,but Yet the exact method offices 

used to determine credit scores remain a mystery. The 

aimthis project is to use credit rating tools to assess the 

particular risk client and to create a scorecard 

model.Credit scoring is the use of a mathematical model 

to attribute a probability to a credit application,And it is a 

type of Artificial Intelligence, based on predictive 

modeling, which assesses the probability that a client who 

defaults on a credit obligation is delinquent or insolvent. 

Over the years, different modeling methods have 

developed to incorporate credit scoring.Notwithstanding 

variety, the Credit Scorecard model sticks out and is used 

by almost 90 per cent of developers of scorecards.As a 

framework for statistics / machine learning,Its scores may 

be used explicitly as measures of probability and thus to 

provide direct feedback for risk-based pricing.First, 

descriptions of how to use credit scoring to build a 

consumer credit scorecard will appear as follows. The 

research will involve an exploratory analysis of data, 

variable selection, model creation, and scoring. 

2. Related Work 

1. Data Preparation and Exploratory Data Analysis 
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Exploration and clean-ofData are iterative moves to one 

another.Information research involves. The analysis is 

both univariate and bivariate, ranging including 

univariate statistics and the distribution of frequencies to 

associations, cross-and analysis of characteristics.Before 

making a decision about how to handle missing values, 

different curriculums, where every course is attributed to 

one state. The other steps in this system are combined 

versions of measure of liner association correlation-

analysis-based. 

Outliers are another "beast" in our data because their 

existence will render incorrect, statistical assumptions 

under which we are constructing a model.For example, 

outliers may be a valuable source of knowledge when 

detecting fraud therefore, replacing them with a mean or 

median and mode value would be a bad idea. 

Analyzing the outliers using univariate and 

multivariate regression. We may use visual tools such as 

histograms Box plots and statistical approaches like mean 

and standard deviations for detection.Clustering of distant 

clusters,Judging what should be considered an outlier is 

not as easy as finding missing values. 

 

 
 

2. Logistic Regression 

Comparison with other models: 

Logistic regression vs SVM: 

 SVM Can handle non-linear solutions but LR can 

handle only linear solutions. 

 Linear Help Vector Machine treats outliers better, 

because the solution receives full margin. 

  Loss of hinge in SVM outperforms log loss in 

regression of logistics. 

Logistic Regression vs Decision Tree: 

 Decision tree is better at handling co linearity than 

Logistic regression. 

 Decision trees are better than LR for the categorical 

values. 

Logistic Regression vs Neural Network: 

 NN Can provide support for non-linear solutions 

where Logistic regression is impossible. 

 LR Have convex loss functions, so it will hang at a 

minimum locally, while NN can hang. 

 LR Overperforms NN when training data is smaller 

and features increasing, whereas NN needs detailed 

training data. 

Logistic Regression vs Naive Bays: 

 Naive Bays algorithm is a generative model while 

Logistic regression is a model of discrimination. 

 Naïve Bays works well with limited datasets, while 

Logistic regression + regularization can perform equally 

well. 

Logistic Regression vs KNN: 

 K-nearest neighbors areA model which is not 

parametric, where Logistic regression Is a model 

parametric. 

 K-nearest neighbors are comparatively slower than 

Logistic Regression. 

 K-nearest neighbors supportNon-linear solutions for 

which LR only supports linear solutions. 

Feature selection 

Filter vs. Wrapper vs. Embedded vs. Information Value 

methods: 
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3. Review of Literature 

In This article, the actual project is based Whose main 

aim was to provide credit risk management To the 

foundations of finance. 

Financial institutions face multiple dilemmas 

concerning the approval process for loans And apart from 

taking the risk of granting a loan to a consumer who may 

become default They even lack the chance to make profit 

By refusing loan to a customer who can pay his 

obligations This is why many financial institutions have 

recently embraced the Credit scoring models capable of 

identifying hidden trends in very large databases with the 

goal of classifying clients as default or non-default. 

Credit scoring model was developed with Oracle Data 

Miner software kit used for classification using 

Generalized Linear Model. 

The model was created with great predictive 

confidence and precision. But also provided accurate 

results regarding the selection of features The 

microfinance institution therefore agreed to implement 

this model as a decision-making aid[1] 

To improve the solidity and precision of the credit 

evaluation model We research individual credit risk, pick 

a Logistic Regression Method And a non-statistical DP-

algorithm neural network system Methods which are 

most widely used by domestic and foreign 

banks.Additionally,The BP neural network should first be 

created,And then the performance tests of the model 

neural network Can be used as a standalone 

feature,Together with certain characteristic variables, 

such as the logistic regression model input 

variables.Ultimately, Logistic regression model to 

determine customer's personal credit The empirical study 

shows the following benefits of this approach 

Predictability is higher than using the Logistic regression 

model merely;This model's robustness is greater than just 

using the neural network model BP.The personal credit 

evaluation model for personal credit rating is therefore of 

practical significance in the BP-Logistic mixed 

strategy[2] 

The study's principal aim is to test the assumption 

That network model enhances predictive efficiency Of 

the classical algorithms for credit scoring. To this end we 

propose how to build network-based models.Centered on 

the correlations pair wise between the time observed.Set 

of financial indicator referring to the different borrowing 

companies.We extract centrality indicators from these 

models and use them to Logistic regression augmentation 

and tree models.Our statement of study is confirmed by 

empirical analysis.That shows how classical scoring 

algorithms include network parameters,Such as functional 

regression and CART, predictive accuracy does also 

increase[3] 

In this paper we demonstrated the value of using the 

real example-dependent financial cost Linked to credit 

company when selecting a credit score model In addition, 

our analyses verified that each ex cost includes Ample 

and cost-sensitive, example-dependent process As with 

the Bayes low risk classifier, better results are obtained In 

the context of greater efficiency, regardless of the 

algorithm used to estimate the probabilities.Various real-

world classification problems are cost-sensitive in nature, 

depending on example,Where the costs of 

misclassification differ from one example to another A 

common example of a cost-sensitive classification is 

credit scoring.Usually, however, it is handled using 

approaches that do not take into account the actual 

financial costs of the lending sector[4] 

4. Methodology 

A- Data Preparation and Exploratory DataAnalysis 

Data research involvesThe analysis is both Univariate and 

bivariate, From univariate statistics and frequency 

distributions through correlations, cross-tabulation and 

study of characteristics. 

B-Discrediting Predictors/Binning 

Discrediting is the method of turning a numerical 

function into a categoric alone, as well as grouping and 

consolidating categorical features. Example of grouping 

„age‟ or same bank feature is shown below 

C-Scorecard — Model Building 

Two additional steps are needed before constructing 

scorecard model. 

When a continuous variable is split into few groups, 

or grouping a discrete variable 

Component in a few classes or grouping a singleWe 

may calculate the Weight of Proof (WOE) value in a few 

categories for each function Details of WOE calculation 

are given in the following section 

D-Weight of Evidence (WOE) 

WOE tests The intensity of a characteristic function in the 

distinction between good and poor accounts, which is 

based on ratio of good and bad applicants in each 

category. Negative values indicate that a given category 

isolates a higher ratio of Bad applicants than successful 

applicants. The difference is calculated in each variable 

between the ratio of the better and poor. 

For example: 

WOE=In (Distribution of Goods/Distribution of Bad) 

5. Regression Equation  

Y = e^(b0 + b1*x1…bn*xn) /  

(1 + e^(b0 + b1*x1…bn*xn)) 

a. Y is normal chance 

b. b.The explanatory element xi is I  

c. bi is the explanatory factor I d regression coefficient. 

d. n is the number of variables explanatory to  

e. The reasons why logistic regression is ideally suited 

for analysis of credit risk are 

f. LR model is possible, because its values The two 

ends of the numeral line vary. 
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6. Result and Discussion 

 

Decision Making from Scorecard 

• Choosing a score cut off that is appropriate for the 

Loan Product. 

• For example: Secured Loans may be approved for a 

lower score than unsecured loans. 

• Scores not only are used for assessment but also for 

predictive purposes. 

• The Model scores combined with business 

considerations are used for final decision making. 

 

 

Let cut off=600 or more then 600 grand credit 

 

Let cut off=600 or more then 600 grand credit 

7. Conclusion 

This paper is based on the actual project whose principal 

objectivewas to provide finance institutions with the 

management of credit risk.Financial institutions face 

lotsof dilemmas With regard to the loan approval process, 

as apart from taking the risk of authorizing a loan to the 

customer who can become a borrower defaulter,they still 

have little hope of profiting from declining loans to a 

borrower who is capable of paying his obligations. This is 

whymany financial institutions Lately, credit scoring 

models are being implemented which are capable of 

identifying hidden trends in very large databases 

toClassify customers as default or non-default Credit 

Scoring System showed surprisingly high accuracy and 

recognize a 100% of default clients.This model was 

confirmed by the institution's members who would be 

used to help the decision making process When 

authorizing a loan application and thereby predicting 

default customers 
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