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Abstract 

Intrusion detection is the method of observing and analyzing the 

events occurred in a network in order to solve the security 

problems. With the extensive growth of the network, the entire 

computer suffers from security vulnerabilities. Therefore the 

Intrusion Detection System (IDS) plays a  major role in identifying 

the anomalies or attacks in the network. In order to improve the 

Intrusion Detection accuracy, Hybrid Ruzicka Naive Bayes 

Chicken Swarm Optimized Feature Selection and Dichotomous 

Regression Classifier (HRNBCSOFS-DRC) model is introduced. 

The main objective of HRNBCSO-DRC model is to identify the 

intrusion through the optimal feature selection and classification. 

The hybrid technique starts with the initialization of Chickens (i.e., 

features) populations in the search space. Then the fitness of each 

chicken is calculated based on the Ruzicka similarity measure to 

identify the current best. Based on the fitness value, the chickens 

are ranked.. Then the roulette wheel selection technique is applied 

to each group for choosing the attributes with higher fitness by 

applying the MAP estimated naïve Bayes probabilistic rule. The 

chicken‟s with higher fitness is considered as rooster and the 

minimum fitness are considered as chicks and the remaining 

chickens are considered as hens. After finding the best feature, the 

rooster position gets updated along with the position of other 

chicken‟s (i.e. hens and chicks) .This process gets iterated until a 

termination condition is met. Followed by, the hybrid model uses 

Dichotomous Regression function to analyze the selected feature 

value (i.e. training data) with the testing data. Then the data is 

classified as normal or abnormal based on the correlation 

coefficient value.. Experimental evaluation is performed with 

NSL-KDD dataset using different metrics such as Intrusion 

detection accuracy, precision, recall, F-measure and Intrusion 

detection time.  

 
Keywords:  Intrusion detection, Feature selection, Ruzicka 

similarity, Chicken Swarm Optimization, MAP estimated naïve 

bayes probabilistic rule, Dichotomous Regression function, and 

classification. 
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1. Introduction 

Intrusion Detection Systems (IDS) is essential in 

network security infrastructure to monitor and 

recognize the unwanted and malicious (i.e. 

unauthorized system access). Due to the complex and 

time-varying network, conventional techniques are 

difficult to extract features of intrusion behaviour 

from the high-dimensional data set and processing of 

such kinds of data leads to high false detection rates. 

Security has become a major concern with the 

extensive usage of network- based services. Intrusion 

creates a serious risk to network security. Intrusion is 

a kind of attack or interruption that affects the security 

mechanism. Therefore, an efficient intrusion detection 

system (IDS) provides the solution to prevent the 

network intruders for effective communication. The 

intrusion detection system is a security management 

system that helps to monitor the network for detecting 

the malicious actions. Based on the motivation, a 

machine learning technique is integrated with IDS to 

identify the normal or anomalous behaviours with 

lesser time. Therefore, the desirable features are 

analyzed and selected by the intrusion detection 

system to minimize the dimensionality and false 

detection. 

 

Paper Outline 

The rest of this paper is organized into five  different 

sections. Section 2 elaborates the issues and 

challenges of intrusion detection in the related works. 

Section 3 describes the HRNBCSOFS-DRC model for 

intrusion detection based on feature selection and 

classification. In section 4, experimental evaluation is 

carried out with dataset and the performance results of 

various metrics are discussed in section 5. Finally, 

section 6 provides the conclusion of the work. 

 

2. Related Works 

A Deep Belief Network-based Intrusion Detection 

System (DBN-IDS) was developed in [1] using 

particle swarm optimization. But, the intrusion 

detection accuracy was not improved. An Adaptive 

network intrusion detection method based on a 

selective ensemble of kernel extreme learning 

machines with random features(ANID-SEoKELM) 

was developed in [2]. Though the method achieves 

higher detection accuracy, the intrusion detection time 

was not minimized. 

An anomaly-based IDS for hierarchical data was 

developed in [3] to minimize the false positive rate 

(FPR) of intrusion detection. But the designed method 

failed to increase the quality of discovering the 

intrusion detection. An artificial neural network was 

developed in [4] to detect the intrusion with higher 

accuracy. The designed method failed to select the 

optimal features for minimizing time complexity in 

intrusion detection. 

A Text-Convolution Neural Network and 

Random Forest-based intrusion detection (TR-IDS) 

technique was developed in [5] with statistical 

features. But the performance of intrusion detection 

accuracy and other parameters remained unaddressed. 

An artificial neural network-based intelligent intrusion 

detection system was developed in [6] with less 

number of features. But the system failed to use the 

fast  converging learning algorithms for achieving the 

accurate detection rate. 

A PSO optimization-based fast learning network 

was introduced in [7] for intrusion detection. But the 

technique provides less accuracy for a certain number 

of classes due to the limited amount of training data. 

The hybrid feature selection and two-stage meta 

classifier were developed in [8] for intrusion 

detection. The performance of intrusion detection time 

was not minimized using a hybrid technique. 

Efficient intrusion detection using a hybrid data 

optimization technique was developed in [9] with 

minimum time cost. The designed technique failed to 

achieve higher detection accuracy. A hybrid 

classification method named Artificial Bee Colony 

(ABC) and Artificial Fish Swarm (AFS) algorithms 

were developed in [10] for increasing the intrusion 

detection rate. Though the method minimizes the 

computational complexity, the performance of 

precision and recall remained unsolved. 

An improved PCA integrated with Gaussian 

Naive Bayes technique was developed in 

[11] for feature selection and classification to 

quickly detecting the intrusion behaviour. Though the 

method minimizes the detection time, the false 

positive rate was not minimized. A nonparametric 

Bayesian model was developed in [12]  for unknown 

intrusions (or anomaly detection). The model failed to 

handle larger scale IDS-based datasets to offer 

A Bayesian-based Markov chain Monte Carlo 

(MCMC) was developed in [13] for anomaly intrusion 

detection. But the designed method failed to handle 

larger scale datasets to offer a detection system. 

Sparse Logistic Regression model was introduced in 

[14] to select the more relevant features for intrusion 

detection. The various classification techniques were 

not used for accurately detecting the intrusion. 

An efficient SVM ensemble with feature 

augmentation method was developed in [15] for 

intrusion detection. But the performance of various 

accuracy parameters such as true positive, false 

negative rate remained unaddressed. A hybrid 

classification and feature selection were introduced in 

[16] for intrusion detection. The method failed to 

achieve a better accuracy rate using the hybrid 

method. 

A wrapper approach based feature selection and 

classification were introduced in [17] for network 

intrusion detection. The designed approach failed to 

increase the accuracy of a classification and minimize 

the misclassified instances. A Feed forward deep 

neural networks (FFDNNs) combined with a feature 

selection developed in [18]. Though the method  

improves the accuracy, the performance of 
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classification time remained unaddressed. 

A support vector machine and extreme learning 

machine was developed in [19] to increase the 

efficiency of identifying the attack. The method failed 

to construct more effective classifiers for classifying 

attacks with higher performance. A Group-wise 

Principle Component  Analysis (GPCA) technique 

was introduced in [20] for intrusion detection. 

However, the overall performance of intrusion 

detection was not increased. 

The most important issues identified from the 

above-said literature are overcome by introducing a 

novel technique. The brief explanation of 

HRNBCSOFS-DRC model is presented in the next 

section. 

 

3. Methodology 

 The HRNBCSOFS-DRC model is developed for 

malicious behaviour (i.e. intrusion). The hybrid model 

accurately performs intrusion detection by selecting 

the optimal features. The relevant feature selection 

process in HRNBCSOFS-DRC model minimizes the 

amount of time taken by an algorithm to detect the 

malicious behaviour in the network. Compared to 

existing chicken swarm optimization, the proposed 

HRNBCSOFS-DRC model uses Ruzicka similarity 

for fitness calculation and roulette wheel selection 

technique for finding the optimal features. The 

HRNBCSOFS-DRC model also uses Map estimated 

naïve Bayes probabilistic rule than the conventional 

naïve Bayes for optimal feature selection. In addition, 

the hybrid model also used dichotomous regression 

function to classify normal or abnormal data. The 

architecture diagram of the proposed HRNBCSOFS-

DRC model is shown in figure1. 

 

 
 

Figure 1:  HRNBCSOFS-DRC Model 

 

 

Fig.1 shows the architecture diagrams of the proposed 

model to identify the intrusion in the network by 

applying the hybridization technique. Initially,  the  

intrusion  detection  dataset  (𝐷𝑖𝑑𝑠)is considered.   

The   network   information‟s   such as attributes (i.e. 

features) A1, A2, A3, … An and their data 𝐷1, 𝐷2, 

𝐷3, … . 𝐷𝑛are collected from the dataset. After 

collecting the data, the hybridization technique  

initially  performs  the  feature selection 

with classification to improve the intrusion detection 

accuracy in a network. 

 

The proposed HRNBCSOFS-DRC model uses the 

novel bio-inspired algorithm called Chicken Swarm 

Optimization (CSO). The Chicken Swarm 

Optimization is the meta heuristic which provides 

better solutions with  minimal computational 

effort.CSO algorithm is types of random search 

algorithm and the whole chicken 

 

=  {A1, A2, A3, … An}  ∈   𝐷𝑖𝑑𝑠   (1) Where, 𝐴𝑖     
is  the   set   of   the attributes 

      {A1, A2, A3, …An}     in     the    intrusion 

detection 

dataset𝐷𝑖𝑑𝑠. After the initialization, the fitness of 

each attribute in calculated. On the contrary to the 

existing CSO, the proposed algorithm uses the 

Ruzicka similarity for calculating the fitness of the 

each  individual  i.e.  attributes  to  select  the more  

as optimal for intrusion detection. Therefore, the 

similarity is mathematically calculated as follows, 

 
Where, represents a fitness of the attributes,   𝛽    

represents   the   Ruzicka similarity coefficient,   𝐴𝑖   
represents attributes in  the dataset,𝑂𝑣denotes an 

objective function, 𝐴𝑖 ∩ 𝑂𝑣is  a mutual dependence 

between the attributes and a objective   function,∑ 𝐴𝑖     
is   the   sum   of𝐴𝑖score,∑ 𝑂𝑣is the sum of 𝑂𝑣 score.  

The  Ruzicka similarity  coefficient provides  the  

similarity value  between 0 and 1. Based on the 

similarity value, the fitness of each attributes is 

calculated. 

After computing the fitness, the attributes are ranked 

based on fitness. The whole chicken swarm population 

is partitioned into a number of subgroups. Each 

subgroup comprises the rooster, several hens, and 

chicks. For each group, the best individual is chosen 

based on fitness using the roulette wheel selection 

technique. On the contrary existing CSO, the proposed 

algorithm uses the MAP estimated naïve Bayes 

probabilistic rule to accurately find the higher priority 

features which results minimize the intrusion 

detection time. 
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Let us consider a circular wheel. The circular wheel is 

divided into „n‟ number of segments, where „n‟ is the 

number of attributes in the population. In this 

selection, all the attributes in the population are 

positioned on the roulette wheel with their fitness 

value. The selection of the best individual is shown in 

fig. 2. 

 

 
Figure  2: Roulette wheel based feature selection 

 

Fig.2 shows the best feature selection using a roulette 

wheel with the help of the wheel pointer. From the 

figure, the different color segment indicates the fitness 

value of the different attributes. Then the roulette 

wheel is rotated. The individual of the wheel which 

comes facing the wheel pointer  ) is selected as an 

attribute with higher fitness. The wheel pointer uses  

MAP estimated naïve bayes probabilistic rule for 

selecting the best individuals with maximum 

probability from the population. The maximum 

probability of the attribute selection is expressed as 

follows, 

 

            𝐴 |𝑂 )   (3) 

 

   𝐴 |𝑂 )  
  

∑   
 
   

    (4) 

In (3), (4), denotes a selection output, 

      denotes a argument of a maximum 

function using MAP rule,     𝐴 |𝑂 ) is the selection 

probability,    denotes a fitness of individual  𝑖  in the 

population „ ‟, „n‟ is the number of attributes in the 

population. Based on the MAP estimated naïve bayes 

decision rule, attributes with higher fitness has a 

maximum probability being selected for the intrusion 

detection. The higher fitness chickens are selected as 

roosters and the minimum fitness values is designated 

as chicks, the rest of the chickens treated as hens. All 

the chickens (i.e. hens and chicks)in the subgroups 

followed their rooster to search their food. The 

movements of all the chickens are updated based on 

the roosters with higher fitness values. Since, the 

rooster with better fitness has higher priority for 

accessing the food than the other ones with lesser 

fitness values. Therefore, the position of the rooster is 

updated as follows, 

      )      )       𝑛    𝑑 ))   (5) 

 

Where,       ) denotes an updated position of the 

rooster,        ) denotes a current position of the 

rooster, rdenotes a uniform random number from 0 to 

1, 𝑛    𝑑 ) represents a   Gaussian distribution with 

mean „0‟ and standard deviation (𝑑). Based on the 

updated position of the rooster, the hen‟s positions are 

updated as follows.   

 

      )      )       (   
  )      ))  

      (   
  )      ))   (6) 

 

In (6),      ) represents the updated position of the 

hens,      ) is the current position of hen,       are 

the fitness evaluation parameters, 𝑣  is the index of 

the rooster  [1,2, 3, …N], 𝑣  is the index of the hen  

[1,2, 3,…N], 𝑣  𝑣 ,    is the uniform random 

number from 0 to 1.Based on the updated position of 

the hen, the chicks‟ positions in the groups are 

updated as follows.  

  

      )      )            )      ))  (7) 

 

In (7),      ) is the updated position of the 

chicks,     ) is the current position of chicks,     ) 
is the position of the chicks mother  is [1,2,3, ….N], 

   is the parameter  (  ∈     )) it means that the 

chick follows its mother i.e. hen for hunting the food. 

Evaluate the new solution and obtain thefeature with 

better fitness than the previous one. This process is 

repeated    until the maximum iteration is reached. 

Finally, the optimal relevant features are obtained. 

With the selected features, the hybrid technique finds 

the intrusion behaviours by analyzed with the testing 

feature values using Dichotomous regression function.  

Regression is the process of determining the 

relationship between the training data and testing data. 

Dichotomous means that the regression function 

provides the two outcomes namely  normal, abnormal.   

 

 
 

Figure 3: Dichotomous regression analysis based 

intrusion detection 

As shown in figure 3, Dichotomous regression 

analysis based intrusion detection is described. The 

regression function takes the input selected feature 

value (i.e. training data) and related with the testing 
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feature value (i.e. testing data)hence it provides the 

two outcomes results as normal or abnormal (i.e. 

intrusion).  The correlation between the values of the 

features are measured as follows,  

 

  
∑       )         )  
   

√∑       )  
   ∑          )  

   

    (8) 

 

𝐷  
 

 
∑ 𝐷 

 
        (9) 

 

𝐷   
 

 
∑ 𝐷  

 
       (10) 

 

Where,   denotes a correlation coefficient, 𝐷  is the 

training data, 𝐷   is the testing data, 𝑛 denotes a 

number of data, 𝐷  is the sample mean of the training 

data,  𝐷   is the sample mean of the testing data. The 

correlation coefficient provides the outcomes either 

„+1‟ or „-1‟ where the „+1‟ indicates that the normal 

whereas „-1‟ indicates the abnormal (i.e. intrusions).  

 

  {
        𝑛     

         𝑛     
         (11) 

 

Where  denotes a classification outcomes of the 

regression function. In this way, the hybrid technique 

classifies the normal or abnormal with higher 

accuracy. Based on the classification results, the 

hybrid technique effectively finds the intrusion in the 

network. The algorithmic process of the hybrid 

technique is described as follows,  

 

Input: Data set 𝐷   , attributes  

𝐴  {            }, data              

Output: Normal and abnormal data 

 

Begin  

1. Initialize chickens population {            } 
2.   for each    

3. Evaluate fitness   based on similarity  

4.       While (t < maximum iteration) 

5. Rank attributes based fitness values   

6. Divide the whole population into groups 

7. for each group 
8. Apply Map estimated naïve Bayes probabilistic 

rule i.e.          𝐴 |𝑂 ) 
9. Select current best attribute as a rooster with 

higher fitness  

10.  for each    

11.                  if            )  
12.                         update its position      ) 

13.                     else if (      ) 

14.                         update its position       ) 

15.                   else if (        ) 

16.                       update its position       ) 
17. end if 

18. Evaluate new solution  

19.    end for 

20.  end for 

21.       t= t+1 

22.  end while  

23.  end for 

24. Select optimal features and remove the other 

features  

25.  for the values of each selected feature  

26. Measure correlation‘ ‟ 

27.              if (    ) then 

28. Data is classified as „normal‟ 

29.               Else 

30. Data is classified as „abnormal‟ 

31.               end if 

32.  end for end 

 

Algorithm1 Hybrid Ruzicka Naive Bayes Chicken 

Swarm Optimized Feature Selection and 

Dichotomous Regression Classifier 

Algorithm 1 describes the step by step process of 

hybrid technique for intrusion detection in the 

network. The populations of „n‟ number of features 

are initialized randomly in search space. Then the 

fitness is calculated for each attribute based on the 

Ruzicka similarity. Followed by, every chickens are 

sorted based on the fitness value. Then the subgroups 

are created from the total populations based on their 

fitness and select the current best individual though 

the roulette wheel and the probabilistic rule. The rule 

is used to select the features with maximum 

probability for intrusion detection. Followed by, the 

positions of the chickens are updated along with the 

newly selected features. This process gets repeated 

until the maximum iteration is reached. In this way, 

the optimal features are selected from the dataset and 

removed the other features. In addition, the hybrid 

model also measures the correlation between the 

training and testing sets. The correlated results are 

used for classifying the data as normal or abnormal. 

This helps to improve intrusion detection accuracy 

and minimize the time. 

 

4. Experimental evaluation 

Experimental evaluations of proposed HRNBCSOFS-

DRC model and existing methods namely DBN-IDS 

[1] and ANID-SEoKELM[2] are implemented using 

Java language using NETBEANS 8.2 IDE tool. For 

the experimental consideration, NSL-KDD dataset is 

used and taken from 

    https://www.kaggle.com/hassan06/nslkdd/version/1 

This dataset is an  enhancement of  KDD‟99 dataset 

from which duplicate instances were removed and 

improved the classification results. The dataset 

comprises 42 attributes. In NSL-KDD dataset, 42 

attributes (i.e., features) are taken as input for feature 

selection process. Among the 42 attributes, the 30 

attributes are selected as relevant (i.e. optimal) based 

on measuring maximum probability rule. In feature 

selection process, the relevant features are selected 

and irrelevant features are removed. Then this result 

of selected 30 attributes is taken as input for 

https://www.kaggle.com/hassan06/nslkdd/version/1
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classification process shown in Table1: Relevant  

Features  

Table1: Relevant Features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Here, correlation between the training and testing sets 

is measured. If the result of correlation is „+1‟, then 

the data is classified as normal. If the result of 

correlation is „-1‟, then the data is classified as 

abnormal as shown in table 2. 

 

 

 

 
 

Table 2: Classification of data 

Performance analysis technique HRNBCSOFS-DRC 

model are compared with existing results with certain 

parameters listed below, 

 Intrusion detection accuracy 

 Precision 

 Rcall 

 F-measure 

 Intrusion detection time 

 

5. Results and Discussions 

In this section, results of the proposed HRNBCSOFS-

DRC model and existing methods namely DBN-IDS 

[1] and ANID-SEoKELM [2]are discussed in this 

section. The description of various metrics such as 

intrusion detection accuracy, precision, recall, F-

measure and intrusion detection time are presented 

with a number of data to show the performance 

analysis of the proposed HRNBCSOFS-DRC model 

than the existing methods. The metrics are evaluated 

as given below. 

 

Performance analysis of Intrusion detection 

accuracy 

Intrusion detection accuracy is defined as ratios of a 

number of instances (i.e. data) are classified as normal 

or abnormal to the total  number of data taken for the 

experimental evaluation. The formula for calculating 

the Intrusion detection accuracy is given below, 

 
 

Where𝐼𝐷𝐴 denotes an intrusion detection accuracy 

which is measured in terms  of percentage(%). 

     

 

protocol_type:symbolic 

service: symbolic 

flag: symbolic 

src_bytes: continuous 

dst_bytes: continuous 

land: symbolic 

wrong_fragment: continuous 

urgent: continuous 

hot:continuous 

num_failed_logins:continuous 

logged_in:symbolic 

root_shell: continuous 

su_attempted:continuous 

num_root:continuous 

num_file_creations continuous 

num_access_files: continuous 

num_outbound_cmds: 

continuous 

is_host_login:symbolic 

is_guest_login:symbolic 

count:continuous 

srv_count:continuous 

serror_rate:continuous 

same_srv_rate:continuous 

diff_srv_rate:continuous 

srv_diff_host_rate:continuous 

dst_host_count:continuous 

dst_host_srv_count: continuous 

dst_host_same_srv_rate: 

continuous 

dst_host_diff_srv_rate: 

continuous 
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 Table 3:  Intrusion detection accuracy    

 

Instances Intrusion detection accuracy (%) 

 DBN- 

IDS 

ANID- 

SEoKELM 

HRNBCSOFS- 

DRC 

1000 85 83 89 

2000 87 80 93 

3000 88 83 95 

4000 86 81 96 

5000 89 84 94 

6000 88 82 95 

7000 90 86 94 

8000 89 85 96 

9000 90 87 94 

10000 89 85 95 

 

  Table 3 shows the intrusion detection accuracy of 

three methods The ten different results of intrusion 

detection accuracy are reported with respect to 

instances in the range of 1000 to 10000 collected from 

the dataset. The result in the graphical representation. 

show that the proposed HRNBCSOFS-DRC model 

achieves higher accuracy compared to existing 

techniques. 

 

 
 

Figure 4: Intrusion detection accuracy 

 

Fig.4. given above illustrates the graphical 

representation of intrusion detection accuracy with 

respect to a number of data. As shown in the figure, 

„𝑥‟ axis refers to the instances and 𝑦 axis refers to the 

accuracy of intrusion detection.. The graphical result 

evidently proves that the  HRNBCSOFS- DRC model 

achieves higher intrusion detection accuracy than the 

existing techniques. This is because of the fact that 

Dichotomous Regression function is applied for 

Intrusion Detection. The HRNBCSOFS-DRC model 

initially performs the feature selection through the 

optimization technique. With the selected feature 

value, the classification is done with the help of 

regression analysis. The regression function measures 

the correlation between the testing feature value and 

training feature value. If both the feature values get 

highly correlated, then the data is classified either 

normal or abnormal. Hence, the accuracy rate of 

HRNBCSOFS-DRC model is said to be improved. 

The average of ten results shows that the of intrusion 

detection accuracy is said to be improved using 

HRNBCSOFS-DRC model by 7% compared to DBN-

IDS [1] and 13% compared to ANID- SEKELM [2]. 

 

Performance analysis of Precision 

Precision is defined as a number of data correctly 

classified to the total number of  data taken for the 

experimental evaluation. The formula for precision is 

calculated as follows 

 

    𝑖𝑠𝑖 𝑛  (
  

     
)       (13) 

 

In (13),denotes a true positive, 𝐹  represents the false 

positive. True positive is the numbers of data are 

correctly classified and the  false positive rate is the 

numbers of data are incorrectly classified as an attack. 

Precision is measured in terms of percentage(%). 

Table 4:  Precision versus Instances 
     

 
 

                                        Precision (%) 

Instances DBN- ANID HRNBCSOFS- 

IDS SEKELM DRC 

1000 89 87 90 

2000 92 89 95 

3000 92 90 96 

4000 94 90 98 

5000 94 91 96 

6000 93 91 97 

7000 94 93 96 

8000 94 92 98 

9000 95 94 97 

10000 94 91 97 

      

 
 

Figure 5: Performance results of precision 

Table 4 and Fig.5 shows the performance results of 
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precision versus  number of data. For each  iteration, 

the various precision results are obtained with respect 

to a number of data. The results of various methods 

are shown in the above graph and it represents three 

different colors. The graphical results are inferred that 

the precision of HRNBCSOFS-DRC model is 

improved than the other methods. This is because of 

the proposed hybridization technique accurately 

classifies the data and minimizes the incorrect data 

classification through the regression analysis.  The 

correlation between the testing and training values 

minimized the false positive rate and improves the 

accurate data classification. The ten various precision 

results of HRNBCSOFS-DRC model is compared 

with the existing results. Then the average of 

comparison results clearly shows that the precision is 

considerably increased by 3% and 6% than the state-

of-the-art methods. 

 

Performance analysis of Recall 

The recall is defined as a ratio of the rue positives to 

the sum of the true positive results and false-negative 

results from the data taken for the experimental 

evaluation. The mathematical formula for the recall is 

calculated as follows, 

 

          (
  

     
)         (14) 

negative is the numbers of data are incorrectly 

classified as normal. Recall also measured in terms of 

percentage (%). 

 

Table 5: Recall versus Instances 

 

Instances  Recall (%) 

 DBN- 

IDS 

ANID- 

SEoKELM 

HRNBCSOFS- 

DRC 

 

        1000 92 91 96 

2000 92 87 97 

3000 94 90 98 

4000 93 89 98 

5000 93 90 97 

6000 94 88 98 

7000 95 91 96 

8000 93 91 98 

9000 94 91 97 

10000 93 92 98 

 

The above table values are described that the 

experimental results of recall using three different 

techniques namely HRNBCSOFS-DRC model, DBN-

IDS [1] and ANID-SEoKELM [2]. The numbers of 

data are taken as input for calculating the recall.  

The reported result proves that the performance of 

recall is said to be improved using the proposed 

HRNBCSOFS-DRC model than the other methods. 

  

 

 
 Figure 6: Performance results of Recall 

 The experimental results for recall estimation of three 

methods are plotted in Fig. 6. The recalls calculated 

with the true positives and false-negative results of 

classification. For all three methods, the 

HRNBCSOFS-DRC model has an ability to provide   

higher recall values. This is because of analyzing the 

feature values with the help of correlation and the 

regression provides the two possible results either 

normal or anomaly.  This is evidently proved using 

mathematical calculation.  Let us consider the 1000 

data, the true positive result of HRNBCSOFS-DRC 

model is 750 and the false negative is 30. Therefore, 

the resultant value of recall is 96%. Whereas, the 

recall value of the two existing methods are 92% and 

91% respectively. Similarly, the various results are 

obtained with respect to a number of data. The 

comparative analysis of the various results confirms 

that the recall is found to be improved by 4% and 8% 

using HRNBCSOFS-DRC model than the existing 

DBN-IDS [1] and ANID-SEoKELM [2]. 

 

Performance analysis of F-measure 

 F-measure is a measure of an evaluation accuracy of 

the classification algorithm and it is the average of the 

precision and recall. The F- measure is 

mathematically calculated as follows, 

 

      𝐹     𝑠      (
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Table 6: F-measure versus Instances 

 

 

 
Figure 7: Performance results of F-measure  

Table 6 and Fig.7 illustrates the performance results 

of F-measure using three methods with respect to a 

varied instances taken in the range of 1000-10000.  

From the table value, it is proved that the proposed 

model provides better F-measure results as compared 

to existing techniques. While considering the input 

count of the data is 1000, the precision and recall of 

HRNBCSOFS-DRC model are 90% and 96%. 

Therefore, the result of F-measure is 93% using the 

proposed technique and the results of the other two 

existing methods are 90% and 89% respectively. The 

performance results show that the HRNBCSOFS-

DRC model outperforms well and improved by 4% 

and 7% as compared to DBN-IDS [1] and ANID-

SEoKELM [2]. 

 

Performance analysis of Intrusion detection time 
Intrusion detection time is defined as an amount of 

time required to classify the data as normal or 

abnormal. The Intrusion detection time is     

mathematically calculated as follows, 

 

𝐼𝐷  𝑛        𝑠𝑠𝑖 𝑦𝑖𝑛   𝑛  𝑖𝑛𝑠  𝑛  𝑠 ) 

Where, 𝐼𝐷  denotes an intrusion detection time, n 

represents a number of instances,   denotes a time for 

classifying one instances. Intrusion detection time is  

measured  in terms of  milliseconds (ms).  

 

Table 7: Intrusion detection time versus Instances 

 

Instances Intrusion detection time (ms) 

 DBN- 

IDS 

ANID- 

SEoKELM 

HRNBCSOFS- 

DRC 

1000 26 29 23 

2000 32 36 30 

3000 36 42 33 

4000 40 44 36 

5000 45 48 40 

6000 48 54 42 

7000 50 56 46 

8000 56 58 53 

9000 59 63 56 

10000 62 65 58 

 

 
 

Figure 8: Performance results of Intrusion Detection 

time 

Table 7 and Fig. 8 illustrates the performance results 

of intrusion detection time using three methods with 

respect to  varied instances taken in the range of 1000-

10000.  The reported results inferred that the     

intrusion     detection     time     of   proposed 

HRNBCSOFS-DRC is lesser when compared to other 

existing methods. The ten various results of intrusion 

detection time shown in fig. 8While considering 1000 

data for calculating the intrusion detection time, the 

proposed HRNBCSOFS-DRC model takes    𝑠 for 

classifying the data as normal or abnormal. Whereas 

   𝑠  𝑛𝑑    𝑠 are taken by the DBN-IDS [1] and 

ANID-SEoKELM [2] for classifying the input data. 

Similarly, the nine various results are obtained with 

different data.  The proposed technique is compared to 

the existing results.  From these results, it is cleared 

that the intrusion detection time using proposed 

HRNBCSOFS-DRC model is found to be minimized 

by 8% compared to [1] and 16% compared to [2].  

 

Instances  F-measure (%) 

 DBN- 

IDS 

ANID- 

SEoKELM 

HRNBCSOFS

- DRC 

1000 90 89 93 

2000 92 88 96 

3000 93 90 97 

4000 93 89 98 

5000 93 90 96 

6000 93 89 97 

7000 94 92 96 

8000 93 91 98 

9000 94 92 97 

10000 93 91 97 
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Screenshots          

The Intrusion Detection Regression Classifier with 

normal and Anomaly data is shown in Fig.9. 

 

 
 

Figure 9: Screenshot of Intrusion Detection: 

Regression classifier. 

 

6. Conclusion 

A novel model called HRNBCSOFS-DRC is 

introduced for improving the intrusion detection 

accuracy rate and minimizes the detection time. The 

features are collected from the datasets and it was 

given to the input of the hybrid technique. The input 

features are learned in the search space by applying 

the optimization technique. Then the feature with 

higher fitness is selected based on the Ruzicka 

similarity. This process gets iterated until a 

termination condition is met. In this way, the optimal 

features are selected and other features are removed. 

Then the Dichotomous Regression function analyzes 

the testing and training data by measuring the 

correlation. Based on the classification result, normal 

and attack detection is performed with higher 

accuracy. Experimental evaluation is carried out using 

improved version of KDD‟99 dataset with the 

parameters such as intrusion detection accuracy, 

precision, recall, F- measure and intrusion detection 

time. The discussed results clearly show that 

HRNBCSOFS- DRCmodel improves the intrusion 

detection accuracy with minimum false positive rate 

and higher true positive rate as well as minimizes the 

intrusion detection time. 
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