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Abstract 

Breast cancer is recognized as most commonly diagnosed life 

threatening cancer among women. Breast cancer is a form of 

cancer which develops in mammary glands in the form of 

invasive tumor. According to WHO(World Health Organization), 

due to the above, almost 6,27,000 women died in the year 2018. 

By implementing Machine learning algorithms and techniques, 

researches have been undertaken to predict the threats of breast 

cancer. In this paper, the proposed work is presented with the 

integrated probability results of two decision tree based 

classifiers: J48 and Random forest algorithms. Finally the model 

has proven with the better accuracy, precision and recall with 

preprocessing when compared with unprocessed data.  

 

Keywords:  Breast cancer, Machine learning, J48 decision tree, 

Random forest algorithm, preprocessing  

 

1. Introduction 

In Breast cancer, malignant tumors originate from the 

breast tissues. Most regularly they originate from the 

inner linings of milk ducts that supply milk to the 

ducts. There are two types of Breast cancers: Ductal 

carcinomas, which affect the ducts of mammary gland 

and Lobular carcinomas, which affect the lobules of 

mammary gland. The Breast cancer affects mostly the 

women than the men. The Breast cancer symptoms 

are : change in breast shape, fluid from the nipple, 

skin patch in red and, lumps in the breast.  

The factors for Breast cancer include drinking 

alcohol, lack of physical exercise, obesity, not at all 

having children or having children late, ionizing 

radiation. It can also occur due to prior history of 

Breast cancer in family history. About 5-10% of 

Breast cancer cases are inherent. Early detection 

isvery crucial in order to improve survival and 

outcomes of Breast cancer. For early detection of 

Breast cancer there are two strategies: Early diagnosis 

and screening. According to the WHO (World Health 

Organization), every year 2.1 million women are 

impacted due to Breast cancer. Breast cancer causes 

greatest number of cancer related deaths among 

women. It can be diagnosed using mammogram, MRI, 

biopsy and ultrasound. 

Machine Learning as a branch of AI provides a 

variety of probabilistic and statistical methods. These 

methods will make the system to learn through vast 

history and experience to determine the relevant and 

significant patterns from huge  datasets. The steps 

involved in Machine Learning are: Data collection, 

choosing the model, training the model, analyzing the 

model. Machine Learning had been used for decades 

to classify tumors and predict gene sequences that are 

responsible for cancer.  

Supervised Learning is a type of learning in 

which we train the machine using training data. Both 

Random Forest and J48 algorithm comes under 

supervised learning. Both are different types of 

classification algorithms. Random forest shapes 

multiple decision trees and joins them together to get 

more precise and stable output. Decision trees with 

majority votes are chosen for Random forest 

prediction that can be used as classifiers and 

regression models. It has the ability to manage the 

missing values of an attribute and maintains accuracy 

for missing data. It won’t support over fitting of the 

model.J48 is extended from ID3 algorithm. It’s an 

Open source java application of C4.5 in WEKA data 

mining tool. The other features of J48 are raising the 

missing values, derivation rules etc. In J48, for 

predicting the target variable rules are generated. The 

additional features of J48 are accounting for missing 

values, decision tress pruning, continuous attribute 

value ranges, derivation of rules etc.[9] 
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2. Literature Survey 

The work compares between KNN and Naïve Bayes 

classifier and calculated the accuracy using cross 

validation[1].  CNN method to classify the images of 

breast cancer into multiclasses -8 classes that helps in 

reducing the death rate[2].  Jyothismitha  Talukdar 

and Dr Sanjib kr.Kalitha proposed  diagnosis of BC 

using Data Mining techniques J48 and  zero R. [3] 

B.Padmapriya, T.Velmurgan  used J48, AD Tree and 

CART for finding the accuracy of classification 

techniques which is evaluated  based  on selected  

attributes of mammogram  images[4].  

S. Padmapriya , M.Devika, V.Meena, S.B Dheebika 

and  R.Vinodhini used various  classification 

techniques and listed the performance accuracy from 

them to select the best algorithm for prediction using 

WEKA. [5]. Daniele Soria and Jonatham M Garibaldi 

proposed thevalidation on fuzzy quantification , an 

extension on three different breast cancer datasets[6].  

Phonethep Douanoulack and Veera Boorjing 

proposed that, out of J48 ,REP &Randon Tree, J48 

classifier was the best classifer with accuracy of 

97.36% with 2% rules respectively[7]. 

Nitasha proposed that classification algorithms show 

better accuracy and precision in pretending the breast 

cancer.It is also said that the accuracy depends on the 

type of data mining algorithm used. [8] Gaganjot 

Kaur and Amit Chhabra proposed  changed version of 

J48 which improves in the accuracy rate using 

WEKA[9].  T.L Octaviani and Z. Rustam proved that 

Random forest runs efficiently in large databases and 

it is good at classification but not as good for 

regression. [10] 

 

3. Methodologyused In Proposed Work 

WEKA tool has a wide collection of machine learning 

algorithms and hence it is used in this paperwork for 

Breast cancer data modeling. Then methodology 

described in the procedure stepwise of the algorithm 

mentioned below is applied on the dataset provided 

below. The Breast cancer dataset has 10 attributes as 

shown in Fig 3.1 with 286 instances. The type of all 

the attributes are of nominal including the class label.  

For the proposal, the dataset is splitted into 60:40 % 

of training and test sets. The steps are implemented 

and the observations are made accordingly.  

 

Figure 3.1:  Dataset Description 

The algorithm for the proposed model is given below: 

 
The flowchart for the proposed model is given below 

in the Fig 3.2: 

 
Figure 3.2: Flowchart of the proposed  

 

 J48 without preprocessing 

The J48 decision tree is constructed with 4 leaf nodes 

and the size of the tree is 6. It has take 0.03 seconds to 

build this model. The J48 pruned tree is given below 

in fig 3.3: 

 

Figure 3.3: Decision Tree-J48 

 

If node-caps == yes then  

 If  deg-malig = =1 then  

               recurrence-events (1.01/0.4) 

 else if deg-malig == 2 then : 

 no-recurrence-events (26.2/8.0) else  
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recurrence-events (30.4/7.4) else  

no-recurrence-events (228.39/53.4) 

 

 
 

Random forest Without preprocessing 

It generates 10 trees from the subsets by considering 4 

random features. The out of bag error is 0.3182. Time 

required to construct the model is 0.04 seconds 

 
 

Proposed Model with unprocessed data 

The new hybrid model using the meta classifier voting 

algorithm combines the probability distributions of 

the above base learners J48 and random forest. 0.03 

seconds is needed to build model. 

 
 

Proposed Model with processed data 

The new hybrid model using the meta classifier voting 

algorithm combines the probability distributions of 

the above base learners J48 and random forest on the 

dataset which is preprocessed by selecting the 

relevant attributes. Out of 10, 6 attributes are selected 

and converted all the nominal to numeric values.  

The numeric values of all attributes transformed 

into a common range of values. Finally the dataset is 

cleaned by replacing the missing values. The time 

taken to build model: 0.1 seconds 

 

 
 

The proposed work compares the performance of the 

integrated classifier model with J48 and Random 

Forest algorithms before and after preprocessing. The 

observation shows that the efficiency of the multi- 

classifier decision tree model has improved better in 

terms of prediction parameters after preprocessing. 

 

4. Performance Metrics And Results  

The model which is developed by integrating the 

multiple decision tree based classifiers has to be 

measured using various metrics. The outcome of the 

model is interpreted based on the measured values of 

those performance metrics. Those parameters 

highlights explicitly the behavior of the model and 

shows how varies from the existing in terms of 

relevance and precision factors. Sometimes beyond 

accuracy measure, few other metrics also need to be 

focused for the improvement in the model optimality. 

The following are the parameters used to measure the 

model : 

a. Accuracy: it is an estimation metrics on how a 

model performs. 

 
b. Precision: it determines how near the measured 

values are to each other. 

 
c. Recall: it states to the percentage of total related 

results correctly classified by the algorithm 

 
d. Error rate: The number of wrongly classified 

instances. 

 
e. ROC AREA: Receiver Operating Characteristic 

curve is a graphical plot used to show the problem-

solving ability of binary classifiers. 

 

5. Interpretation of Results 

From the table 5.1 , the accuracy given by J48 for the 

dataset is 70.1754% and for random forest is 

64.0351%. The number of correctly classified 

instances of proposed model without preprocessing is 

71.0526% and for proposed model with preprocessing 

is 75%.  

 

Table 5.1:  Breast cancer dataset results on various 

classifiers  

 

 
 

 
Figure 5.1: Comparison of multi-classifier hybrid 

classifier results  
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The accuracy of Random forest when combined with 

j48 is increased by 7% without preprocessing and an 

increase of  11% with preprocessing. Also form the 

Fig 5.1, the improvement in the recall and ROC 

values, improves the efficiency of the model proposed 

with data processed to be a better model than the 

exisiting.  

 

6. Conclusion 

In this paper, machine learning classsifers are used to 

construct the new prediction model for diagnosis of 

Breast cancer. Results show that the combination of 

J48 and Random forest gives more accuracy when 

compared with their individual performance. The 

measures to evaluate the performance of the model 

proposed are accuracy, PrecisonRecall and ROC area. 

Based on the overall measures, it clearly shows that 

the weak classifier as Random forest. When the weak 

classifier is combined with an another decision based 

classifier J48 which performs better, the performance 

of the integrated model can have better improvement 

in the results towards optimality of the model.   
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