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Abstract 

Text summarization is one of those implementations of nlp which have been 

popularized greatly over time. Earlier versions were simple and sometimes were 

based on only one basis. nowadays summarization can broadly be divided into 

two main categories to classify it. They are abstract and extractive summarizers. 

the implementation of seq2seq model for summarization of textual data using 

tensor flow/ keras and demonstrated on amazon or social response reviews, 

issues and news articles. Text summarization basically works by cutting out the 

excess data and giving only the required data. LSTM summarization which we 

used in this project of ours trains the machine to make meaningful sentences 

based on the dataset given. So, our aim is to compare spacy, gensim and nltk 

summarization technique by the input requirements and try to prove that the 

implemented LSTM based summariser is more efficient and better. 

 

Keywords: Recurrent neural network; natural language processing; LSTM; 

neural networks and tensorflow 

 

 

1. INTRODUCTION 

Computers do not think like humans in an abstract 

manner they need numbers and facts to work with every 

thing is interpreted as strings of numbers. Thus it 

becomes very difficult to make such a machine 

understand the complexities and difficulties of the 

natural language spoken by the people. Languages 

written or textual have been developed over the span of 

hundreds over thousands of years, each year adding its 

own complexities to the language. To make computers 

understand such languages it is necessary to map the 

information into numbers and data but this also comes 

with its own share of difficulties. Natural language 

processing is used to make these machines understand 

the language used by us humans and tells them how to 

decode it. There are a lot of machine learning algorithms 

and mechanism developed for us to implement but the 

sheer amount of information we have to decode for the 

computers when it comes to natural languages are huge 

to say the least. We have text data, written data and 

speech and where speech may vary person by person.  

 

We can train models in accordance with the 

information we have and over time the machine becomes 

proficient but it never comes close to human level as at the 

end of the day what machine is doing is only giving data based 

on the data which means nothing to it. It can learn to 

differentiate between nown, verbs and parts of speech after 

enough training. We will be focusing basically on the 

summarization part of the nlp branch which is further 

complicated as the machine has to understand the text to 

summarize the data. Though many models have been 

implemented based on extractive methods it fails to give a 

proper meaningful summary like a human. Abstractive 

summarizers are more efficient as they give meaningful 

sentences instead of just cutting out the sentences and lstm 

based models can be very efficient for such methods as they 

use long range dependencies so they can make meaningful 

sentences more easily.  

 

2. RELATED WORK 

Lstm is a very widely used method when it comes handling 

data with long term dependencies, But there is very little work 

done in the text summarization field when it comes to the use 

of lstm to make the summaries better. Very few research 

works show the benefit of using such advanced machine 

learning techniques and the impacts it has. 

Lstm networks work in a different way when compared to 

the rnn network, lstm is used when we have to find a long 
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term relation between two data, it gets the dependencies 

the data have over the long range and gives the output 

based on the data it acquires. Lstm is very useful when it 

comes to summarization as it kind of works in the same 

way a human thinks and processes data. Various studies 

have been done on this feature of the lstm based models 

where the researchers have compared the human and 

lstm on the basis of their thinking and summarizing 

capabilities. This test was conducted  by Takahashi and 

Tanaka-Ishii. 

Although the study can not prove that lstm works on 

the same level as the human it need to be noted that the 

test was done in a very limited time period and the data 

given to the computer was also limited due to time and 

budget in most of the cases. 

As a matter of fact, when compared to the rest of the 

fields very limited amounts of time and study  have been 

put into a proper  analysis and to a methodological 

evaluation of the similarities between textual material 

created by machines and by humans.  

In this paper algorithm used are, Gensim 

summarization (It is based on text rank algorithm), Spacy 

summarization, Nltk summarization and LSTM 

summarization. 

Text summarization is basically a process of 

identifying the most important meaningful parts in a 

document or set of related documents and compressing 

them into a shorter version preserving its overall 

meanings by using nltk algorithm. Our analysis provides 

a comprehensive guide to sensitivity analysis of model 

parameters with regard to comparing gensim 

summarization, spacy summarization and nltk 

summarization with evaluation of GUI based application 

results.  

 

3. SYSTEM ARCHITECTURE 

 
 

Figure 1.1: Architecture diagram 

System architecture model as the name suggests 

defines the structure of the project in a diagrammatic 

form. It informs about the processes and the components 

involved in the operation. Our project as shown in the 

diagram starts with the user, then it takes the information in 

the url, text or speech format. The data is then passed through 

our lstm model which uses the trained data. The text is then 

summarised and sent to the gui to compare to the nltk based 

summariser results and allow the user to see and check the 

differences. The Output in the presented in the audio format is 

the user desires so by the gui. The final output is delivered 

back to the user thus completing the cycle shown. 

 

4. METHODOLOGY 

NLTK Summarization Technique 

Create the word frequency table 

The word frequency table creates a dictionary for the word 

frequency table from the text. For this, we should only use the 

words that are not part of the stop words array. Tokenize the 

sentences. It split the text string in a set of sentences, uses the 

inbuilt method from the NLTK. Score the sentences: Term 

Frequency method to score each sentence. Find the threshold 

Threshold is considered as the average score of the sentences. 

It is also possible to use other methods to calculate the 

threshold. The sentence in this summarization is only 

considered if the score it got crosses a specified certain score. 

 

Spacy Summarization 

Spacy is one of the most used python libraries used when 

dealing with the nlp problems. It comes to the play when we 

have to process a large amount of data. Processing in Python. 

Spacy is used mainly for production use. It can be used to in 

deep learning for pre-processing.  

 

LSTM Networks 

Lstm networks work in a different way when compared to the 

rnn network, lstm is used when we have to find a long term 

relation between two data for example when we have to find 

what language a person speaks based on the country he used to 

live in. This kind of problem becomes very complicated for 

the rnn to complete as it can not access the data so far 

removed. Lstm was fine tuned for this kind of problem only 

and face no problem whatsoever in solving these kind of 

problems. 

 

 
 

Figure 1.2: Lstm simple model 

Shown below is the complete working of the lstm and 

different modules interacting with each other. The input is 
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passed through a tan based function and in such a way 

the all the data is always somehow accessible 

 

 
 

Figure 1.3: The repeating module in LSTM 

 

5. IMPLEMENTATION 

In this project we will be summarizing our data 

using the amazon reviews downloaded from amazon. this 

paper will basically train the lstm machine based on the 

data we obtained from the dataset, we will score the data 

based on the ranking given in the dataset and will map 

the 5 and 4 star data as 1 and 3,2,1  star review as 0. We 

will be training the machine first by using 70% data and 

test using the 30%. It will then study the performance 

analysis graph to check the efficiency of the project. The 

main motive is to use that lstm based summarizer and 

compare with the rest of the available nltk modules and 

get a better result. 

It will also design a specific gui based interface 

which will give the user the flexibility to work with 

different formats of inputs and outputs. We have used the 

speech recognition modules to convert the audio(wav) to 

text and google gpi module to convert the text back into 

the audio. The projects focused on the flexibility of the 

process which the user can achieve even while using lstm 

concepts and also gives the user a side by side 

comparison with the rest of the modules. The main 

training and testing part is done in python language amd 

we have used deep learning modules like tensorflow and 

keras to implement the lstm based summarizer  

 

Recurrent Neural Networks 

 

gt=sigg(vf.xt+sf.ht-1+zf) 

ht=sigg(vi.xt+si.ht-1+zi) 

it=sigg(vo.xt+so.ht-1+zo) 

jt=ft*pt-1+it*sig(p)(vcxt+scht-1+zc) 

kt=ot*sigh(pt) 

 

Recurrent neural network or rnn is used for training 

the machine to think like how humans do. when we 

humans do the thinking we keep the things we studied or 

learned earlier in mind to correlate the data and 

accurately fill in the gaps. Machines on the other hand 

don’t know how to implement such technique and thus 

get stuck when faced with the problem which requires it 

to have beforehand information. This is where rnn comes into 

play rnn works by basically creating a loop thus allowing the 

data to not be thrown away. Using this looping mechanism the 

network can guarantee that the information will persist. This 

kind of efficiency was not available in the traditional neural 

networks. Figure shown below explains how the looping 

works in the recurrent neural network 

 

 
 

Figure 1.4: Rnn looping structure  

 

In the diagram give above , a part of network, AA, As 

shown in the above diagram the input is taken as Xt and 

similarly the output is taken as ht the input is passed through 

the A function to get the output and the process is done in a 

recurrent manner. We can understand it further when we 

unbind the loop, observing how the information is being 

passed after every cycle. 

It is basically the same operation being repeated over and 

over again to make the data persist as shown in the figure 

below this what is what happens if we unroll the loop: 

 

 
 

Figure 1.5: unrolled rnn model 

 

As shown above the network closely represents a string 

like structure when unrolled. Rnn is very widely used in text 

recognition and speech recognition. 

 

Comparison 

SpaCy Spacy is one of the most used python libraries used 

when dealing with the nlp problems. It comes to the play when 

we have to process a large amount of data. Processing in 

Python. Spacy is used mainly for production use. It can be 

used to in deep learning for pre-processing  
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Gensim It is a Python library basically very useful for 

the vector based models and data preprocessing and 

working with bigger files becomes easier. 

Keras Deep Learning library available in python 

language and works with tensorflow for neural networks. 

Nltk It’s set of libraries which is used in natural 

language processing and is mainly used in research 

purposes, it make use of tokenization and sequence 

scoring for summarization  

 

6. RESULTS 

 

 
 

Figure 1.6: Plot of loss after second epoch 

 

 
 

Figure 1.7: Plot of loss after fourth epoch 

         

 
 

Figure 1.8: bar graph of the qualified and not qualified 

data 

 

 
 

Figure 1.9: project screenshot 

 

 
 

Figure 1.10: project screenshot 

 

7. CONCLUSION 

This paper presented in the text summarization of comparison 

results by input and output requirements with the foundation 

of knowledge in functional grammar, our method contains 

various phases and comparison of various techniques: like 

Spacy summarization, NLTK summarization, Gensim 

summarization, and custom LSTM based summariser the 

paper strives to prove that the lstm based approach taken gives 

more optimum result further work can be put in the efforts to 

further improve the projects, other datasets can be used along 

with better machines to implement the project better. In future 

with given advancement in technology the process can be 

totally automated. 
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