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Abstract 

This work is devoted to introducing a Markov Chain method to generate 

a long sequence written in this four-letter alphabet namely; Adenine (A), 

Cytosine (C), Guanine (G) and Thymine (T).  The algorithm can be used 

to generate a new genomic DNA sequence that captures the statistical 

properties of the original sequence as well as preserve its statistical 

properties of the sequence for any case of N-grams. An N-grams is a 

subsequence of length N in the genomic DNA. Later, by counting the 

occurrence of different N-grams, and a signature vector of a genetic text, 

called contrast value is constructed. With the contrast value vector and 

correlation as distance measures, a phylogenetic tree is constructed.  The 

phylogenetic trees manage to group the organisms according to its 

kingdom which does not against the commonly accepted phylogenetic 

tree.    
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1. Introduction 

The Deoxyribonucleic acid or DNA is a long chain 

sequence made from four basic repeating units called 

nucleotides, the four basic nucleotides founded in the 

DNA sequence are adenine (A), cytosine (C), thymine (T) 

and guanine (G). The long-chain sequence carrying the 

biology instructions used in the growth, development, 

functioning, and reproduction of all living organisms. 

Every living organism possesses a genomic signature that 

does not depend on knowledge of individual genes or the 

alignment of homologous sequences. A genomic 

signature profile is invariant across the genome of an 

organism and is similar for closely related species and 

shows a dissimilarity pattern between non-related species. 

By analyzing the similarity of genomic signature among 

organisms, we could construct a phylogenetic tree. 

In general, commonly used techniques in building 

phylogenetic trees are based on sequence alignment 

which compares the similarity of the fragment from 

different organisms, and the observed similarity measures 

were used to constructing a phylogenetic tree that shows 

the probable evolution of various organisms. Although 

the sequence alignment method was successful in 

building various phylogenetic trees, most are only use a 

small portion of the organisms. There are various 

limitations associated with sequence alignment method 

such as long sequence is used to be analyzed as mention 

on the complexity of multiple sequence alignment by 

(Susana Vinga, and Jonas Almeida, 2003) and review on 

multiple sequence alignment by (Biswanath and Gautam, 

2017).  

To address the limitation of the sequence alignment 

method, various alignment-free methods have been 

developed recently. Although the sequence alignment 

always provides reliable results compare to the 

alignment-free method, it fast and easy as reviewed by 

(Bonham, 2014), and the benefits of non-sequence 

alignment-based by (Susana Vinga, and Jonas Almeida, 

2003), so alignment-free always chosen by the researcher. 

Generally, the alignment-free method can separate into 

two different categories. The first is based on the 

frequency of oligomer and the method that does not 

depend on the word frequency. In a non-sequence 

alignment base, the first method working on the statistic 

of word frequency in a sequence, and the distances are 

defined over a Cartesian space and then working on the 

information content of the frequency distribution. And the 

next techniques include the use of an algorithm of 

information theory called - Kolmogorov complexity 

which explains the sequence in the context of the 

computer program. 

In alignment-free approach, the common method is 

based on word (oligomer) frequency, where the sequence 

will slice into a small segment with fixed word length-
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namely as N-grams, later the frequency of each word will 

be used to constructing a frequency vector- namely as 

composition vector. The composition vector will be used 

to construct the phylogenetic tree with correlation 

coefficient measures as distance measures for each 

composition vector. We know that the average length of 

the human chromosome is about 3 million-based pairs, 

but the average length of bacteria chromosome is just 

about 130 thousands-based pair. So, the length of each 

chromosome organisms is an important feature used in 

classification.  

In this paper, we use the Markov chain Monte Carlo 

(MCMC) techniques to generate a genomic sequence 

based on its composition vectors constructed from the 

segment of the original sequence. The simulated 

sequences later will apply the alignment-free approach to 

build the phylogenetic tree.  

 

2.    Methods 

Markov chain Monte Carlo (MCMC) techniques first 

appeared in statistical physics. The idea of MCMC is 

simple, to sample randomly from a specific probability 

distribution then design a Markov chain whose long-time 

equilibrium is the desire distribution. In this study, we 

focus on the Metropolis-Hasting method to generate the 

new sequence with it preserve the statistical properties of 

original sequences. 

 

2.1 Metropolis-Hasting algorithm 

Consider a genomic sequence that combined from the 

four basic nucleotides namely; adenine (A), cytosine (C), 

thymine (T) and guanine (G), then one way of performing 

a feature extraction is to describe it in term of its 

subsequence. An N-grams is a subsequence of length N. 

Here we applied a Metropolis-Hasting scheme to generate 

a sequence while preserving it statistical distribution 

∏(𝑿
𝑖=4𝑁
(𝑵)

), with N refer to it N-gram. For instance, the 

probability mass function ∏(𝑿
𝑖=4𝑁
(𝑵)

) describes as follows: 

N = 1 , ∏(𝑿
𝑖=4𝑁
(𝟏)
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                                                             (3) 

In general, the element of the probability mass 

function is described as following 

For N  , 

 

1

 xsequencein   offrequency 
)( )(

4 +−
= = NL

xiN

i NX  

                                                (4) 

The N-gram can be obtained from its predecessor by 

dropping its first character and adding the next character 

at its end. In general, the number of components for 

∏(𝑿
𝑖=4𝑁
(𝑵)

), is 4N different subsequence with the length of 

N and the frequency of each element in an N-gram is 

overlapping occurrence in a sequence. The Metropolis-

Hasting algorithms provide an approach to generate a 

sequence of a random variable which converges to 

∏(𝑿
𝑖=4𝑁
(𝑵)

) .  

The Metropolis-Hastings (MH) algorithm is the 

prototype for a class of Markov chain Monte Carlo 

methods that propose transitions between states and then 

accept or reject the proposal. These methods generate a 

correlated sequence of random samples that convey 

information about the desired probability distribution.  

Consider a sequence X1X2X3…Xn. Interpret Xn as the 

state of the sequence at time n.  If there exists a set of 

numbers Pi, j , i = j = 1,2,…, n , such that whenever the 

process is in state i then independent of the past state, the 

probability that the next state is j, then we say that the 

collection {Xn , 𝑛 ≥ 0 } constitutes a Markov chain 

having transition probabilities. Since the process must be 

in some state after it leaves states i, these transition 

probabilities satisfy 

 

                ∑ 𝑃𝑖,𝑗
𝑛
𝑗=1 = 1,   𝑖 = 1,2, … , 𝑛  

                                                (5) 

A Markov chain is said to be irreducible if for each 

pair of state i  and j is a positive probability with initial 

state i that the process will ever go to the state j 

According to the irreducible Markov chain. The j

is the long-run proportion of time that the process is in 

state j. The quantity j  , j = 1,2, …, n can show to be 

the solution of the following set of problem:  
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                                                                        (6) 
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                                                                       (7) 

 

2.2    Illustrations 

Consider a sequence ATCGAC…. with length L and we 

split it into individual nucleotide as A, T, C, G, A, C … 

and it respective vectors as X1, X2, X3, …, XL and it 

transition matrix, Q  for 1-grams as follows:  
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𝑄 =

𝐴         𝑇    𝐺  𝐶  
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For k = 1,  ∑ 𝜋𝑗 = 𝜋𝐴
4
𝑗=1 + 𝜋𝑇 + 𝜋𝐺 + 𝜋𝑐 

      (9) 

 

For k = 2,  ∑ 𝜋𝑗 = 𝜋𝐴𝐴
16
𝑗=1 + 𝜋𝐴𝑇 + 𝜋𝐴𝐺 + … + 𝜋𝑐𝑐    

and so on.      (10) 

 

2.3   N-grams 

Consider a transition probability function q(xi , xi+1)  that 

takes an N-gram in state xi to state xi+1 which provides 

possible change in X(i) for any value of i. Thus, if X(i) = a 

then with probability q(a,b) the value of b is for X(i+1) and 

indeed with subsequent probability 𝛼(𝑎, 𝑏)  for some 

specified acceptance function 𝛼(𝑎, 𝑏) , we accept b, so 

that X(i+1) = b = xi+1. However, we reject b, which occur 

with probability 1−𝛼(𝑎, 𝑏), then X(i+1) = a = xi+1, that is 

the value of X remain unchanged. Thus.  

 

𝑃(𝑿(𝑖+1)=𝑏|𝑿(𝑖)=𝑎) = 𝑞(𝑎, 𝑏)𝛼(𝑎, 𝑏)   for 𝑎 ≠ 𝑏 

                                                           (11) 

 

As long as the acceptance probability function 𝛼  is 

suitably chosen, then the resulting sequence x(i+1) 

converges as  𝑖 → ∞ to a series of values from 𝜋 (x). This 

is dependent upon the transition probability function q 

satisfying certain standard conditions, given form of 𝜋 (:) 

and q(:), the standard choice for alpha is  








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),()(
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,1min),(

baqa
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ba




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                                                         (12) 

 

In order to generate a sequence, S, we start with 

constructing the transition matrix Q, when Q is 

irreducible and aperiodic, we seek the unique equilibrium 

distribution  𝜋 that satisfy the following: 

 

 𝜋 = 𝜋𝑄      (13) 

 

3.   Result 

Our aim is to used the Metropolis-Hasting to regenerate 

the new genomic sequence while preserving its original 

statistical properties. So, one of the commonly used 

technique in comparing two samples are drawn from the 

same distribution or not is Kolmogorov-Smirnov 

goodness of fit test (KS-test). Kolmogorov-Smirnov test 

goodness of fit test is used to compare two samples that 

are significantly different from each other by using the 

empirical distribution function.  

Here, we name the two distribution as a targeted 

distribution which referring to original sequences, while 

the sample distribution referring to the simulated 

sequence which construct based on the statistical 

properties of original sequences. The frequency data set 

will be normalized for both target and sample data. For 

illustration, here we use the Arabidopsis thaliana 

mitochondrion, complete genome sequences 

(NC_001284.2), which downloaded from National Center 

for Biotechnology Information (NCBI) website.  

 

3.1  Hypothesis Testing 

 

H0: There is no significant difference between the two 

distribution 

H1: There is a significant difference between the two 

distribution.  

Here, the following formula using to calculate the 

value of Kolmogorov-Smirnov goodness of fit test: 

 

𝐹𝑛(𝑥) =
1

𝑛
∑ 𝐼(𝑥𝑖)

𝑛

𝑖=1

 

 

𝐷𝑛 = sup𝑥  |𝐹𝑛(𝑥) − 𝐹(𝑥)| 

 

In Table 1, it has shown the normalized frequency for 

Arabidopsis thaliana mitochondrion (NC_001284.2) 

 

Table 1:  Normalized frequency for Arabidopsis thaliana 

mitochondrion 

   

N  

1-gram 

Targeted 

distribution 

Original sequence 

Sample distribution 

Simulated sequence 

A 0.279251 0.270546 

T 0.273054 0.273220 

G 0.222414 0.221049 

C 0.225281 0.226186 

 

where the value of the targeted distribution is 

normalized frequency count (f) based on original 

sequence and the value of sample distribution is the 

normalized frequency count based on generated 

sequence, both refer to N = 1. Here, both sample 

sequence and original sequence with length L = 366,924 

base-pairs respectively.  From Table 1. The KS-test value 

is 0.25 and p-value is 0.9969, so we can conclude that the 
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result is not significant at p < 0.05. Therefore, we do not 

reject H0, and conclude that there is no significant 

difference between the original sequences and simulated.  

 

Table 2:  The KS-test statistics value for various 2-gram 

to 5-gram with significant level (0.05) 

 

N KS-test statistics 

 

p-value 

2 0.1250  0.9991 

3 0.0625  0.9994 

4 0.0664  0.6105 

5 0.0402  0.3805 

 

From Table 2, we can notice that, although increasing 

the size of N, the KS-test still do not reject the null 

hypothesis and conclude that there is no significant 

difference between the original sequences and simulated 

sequence at 𝛼 = 0.05.   
 

3.2  Contrast value4 

 

Let the S be a genome sequence over the four-letter 

alphabet {A, T, G, C} with length L. We define an N-

gram ( ) of length N as a string of N characters over the 

given alphabet A. A genome sequence can be viewed as a 

stream of overlapping N-grams one after another. In the 

sequence S, there is total L - N + 1, N-grams of length N. 

L is the length of sequence S.  

To map a long genome or sequence to a point in high 

dimension space for comparison, we need a way to 

describe the characteristic signature (genome signature) 

of a sequence and a similarity measure to rank the 

relatedness of different sequences. A simple genome 

signature and comparison of these sequences are 

calculating the correlation for the frequency vectors.  

For any N-gram, let denote ),( Sf  by the observed 

frequency of N-gram  in the text S. The frequency  is 

the number of occurrences of   in the sequence S 

divided by (L – N + 1). 

Given the observed frequencies of the N-grams of size 

(N – 2) and of size (N – 1), we can calculate the expected 

frequency of the N-grams in genome sequence S as  

         
),..(

),..(),..(
),..(

12

211

1
Saaf

SaafSaaf
SaaE

N

NN
N

−

− 
=      

    (14) 

 

In the case of N = 2, the formula (1) is reduced to  

 

            ),(),(),( 2121 SafSafSaaE =               

    (15) 

 

There exist 4N different N-grams of length N. For 

example, if N = 2, there exist 16 N-grams: AA, AT, ... , 

TT. Thus, the N-gram bias in X could be defined by the 

contrast value 

 

            ),(),(),( SESfSq  −=   

    (16) 

 

The N-vocabulary vector of the genome is the set of 

the characteristic values for all the N-grams of length N. 

We denote )},(),...,,({)( 1 SqSqS n=q be the 

contrast N-vocabulary. Since the size of the genome 

alphabet is four, then the size of the N-vocabulary is n = 

4N. Thus, a genome with any length is mapped into a 

point in the 4N dimensional space. To compare the 

similarity between two genomes S1 and S2, we use the 

correlation as the similarity measures: 

 

)()(

)()(
),(

21

21

21
SS

SS
SSC

T

qq

qq
=              

                                                           (17) 

 

3.3  Phylogenetic tree construction 

As mention early, our aim is applied the Metropolis-

Hasting algorithms to regenerate a new sequence, in 

which the generate sequences possess an identical 

distribution as the original sequence. For illustration, we 

use 18sRNA sequences from various family, - birds, 

mammals, reptiles and amphibians to constructing the 

phylogenetic tree. 18sRNA is a component of the small 

eukaryotic ribosomal subunit and it is one of the basic 

components of all eukaryotic cells. First, for each 

18sRNA sequence, we randomly select a segment of 

sequence S, with length L = 1000 from the complete 

18sRNA sequences, then each sequence S will use to 

construct the transition matrix Q as mention in section 

2.2. Then we solve the equation 𝜋 = 𝜋𝑄 to obtain the 

𝜋 . With each 𝜋 , N-gram distribution then genomic 

signature was created by applying the contrast value (in 

section 3.2) for each sequence S. With the genomic 

signature, applied the Pearson-correlation coefficient as 

distance measures, the phylogenetic tree shown as Figure 

1. From the phylogenetic tree, we manage to group the 

species according to its family.  
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Figure 1: The phylogenetic tree for 18s rRNA sequence with estimation formula (14) with N = 8 

 

4.      Conclusion 

For comparison of whole-genome sequences, multiple 

sequence alignment of a few selected genes is not 

appropriate, also sequence alignment is time-consuming. 

One alternative approach is to use an alignment-free 

method based on the frequency profiles of whole 

genomes. Every living organism possesses a genomic 

signature that does not depend on knowledge of 

individual genes. The genomic signature profile is 

invariant across the genome of an organism and is similar 

for closely related species and shows a dissimilarity 

pattern between nonrelated species. By analyzing the 

similarity of genomic signature. However, use frequency 

to create the genomic signature for every living organism 

will create an additional issue, as frequency relay on the 

length of the genome sequence. Here we proposed the 
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Metropolis-Hasting synthetic sequence generation 

approach which can be used to create the genomic 

signature which does not depend on the genome sequence 

length, also it preserves the statistical properties as the 

original sequence. Also, we use the generated sequence, 

we able to group the 18sRNA into the correct family. 

This approach particularly useful when we have only 

partial, incomplete genome sequences, we can apply the 

Metropolis-Hasting method to regenerate a new sequence 

which has statistical distribution identical to the original 

sequence. 
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