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Abstract 

Entire eco system and all the living organisms in the earth are affected by the toxic air 

pollutants to a great extent day by day. It is essential to forecast air pollution in order to limit 

the pollutant concentration and maintain the Air Quality standards prescribed by the 

government. In this paper PSO optimized 1D CNN and BIGRU are applied to predict 

accurately the fine particulate matter (PM2.5) pollutant which triggers various death causing 

diseases when its level exceeds the prescribed limit. The influence of meteorological 

parameters on air pollution cannot be omitted when doing the prediction analysis. UCI 

Machine Learning Repository Beijing PM2.5 time series dataset along with meteorological 

attributes are taken for this analysis.  Proposed  PSO based CNN-BIGRU model prediction 

results achieves perfect prediction performance than the existing deep learning 

convolutional-based bidirectional gated recurrent unit short term forecast of PM2.5 model. 

The proposed models RMSE, MAE, SMAPE are relatively low with the existing model. 

  

 

I. INTRODUCTION 

Serious environment problem air pollution, 

particularly when exceeding the limit of PM2.5 

which has adverse effect on human health due to 

various death causing diseases in developing 

countries.  In order to enhance the air quality 

accurate forecasting is essential for the government 

to monitor, control and cutting down the major 

emission sources which increase the level of PM2.5 

[1]. Pollution standard exceeds World Health 

Organization guiding principle in most of the cities 

from low and middle income countries.  Though 

statistical models were used earlier for predicting the 

air pollution concentration, deep learning models 

provide more accurate forecasting results. It is found 

out through various studies that there exists a 

relationship or correlation between meteorological 

factors such as temperature, relative humidity, wind 

speed, surface pressure and PM2.5 concentration in 

terms of regional and seasonal variations [2]. Time 

series prediction analysis is used to explore the, 

effect and relationship between pollutants and 

weather parameters [18].   

II. RELATED STUDY: 

Mehdi ZamaniJoharestani et al. applied ensemble 

models (RF, XG Boost), and deep machine learning 

model approaches to forecast PM 2.5.  XG Boost 

model obtained the best performance out of three 

models applied for analysis [3]. Chiou-Jye Huang et 

al. for forecasting, estimating, monitoring and 

controlling PM2.5, combining CNN and LSTM 

model is suggested. This deep neural network 

architecture shows better performance by four 

measurements RMSE, MAE, Pearson correlation 

coefficient and Index of Agreement.  Along with 

rain, wind speed (cumulated weather data) the 

PM2.5 pollutant for next hour is forecasted. Feature 

extraction and prediction is done by CNN and 

LSTM [4].  Ricardo Navares et al. suggested for 

predicting one day ahead air quality for a group of 

pollution concentrations which includes  
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NO2,CO,O3,PM10, SO2 and some other air pollen 

concentrations from Madrid city by applying the 

model LSTM recurrent artificial neural networks. 

They proved single complete model performs better 

rather than multiple individual models [5]. Athira V 

et al. in their analysis used a combination of RNN, 

GRU and LSTM to forecast PM10 [6]. QING TAO 

et al. proposed convolutional-based bidirectional 

gated recurrent unit for predicting PM2.5 

concentration and concluded that the error is less in 

the present model and performance is better than 

other models [7]. Brian S. Freeman et al. proposed a 

deep learning model consists of recurrent neural 

network (RNN) with long short-term memory 

(LSTM) to predict eight hour averaged surface 

ozone (O3). The forecasting is done by taking the 

values of hourly air quality and meteorological data 

and the forecast results up to 72 hours with fewer 

errors are produced [16]. K SrinivasaRao et al. 

proposed RNN-LSTM framework to predict 12 

pollutants from Visakhapatnam real time data sets 

and achieved higher accuracy in estimating hourly 

based air ambience [17]. Tae-Young Kim et al. 

proposed PSO-based CNN-LSTM model of optimal 

prediction for energy prediction. Hyper parameters 

are automatically determined by PSO [26]. 

These following sections are used to describe this 

entire article (I) Introduction. (II) Related Study.   

(III) - A. Data pre-processing B. Correlation analysis 

of PM2.5 and meteorological data. C. Small 

introduction of recurrent neural network.  

D. Brief coverage of convolutional neural network. 

E. Basic ideas of Bidirectional gated recurrent unit. 

F. Particle swarm optimization. G. Accuracy 

measures. (IV) Experimental Results. (V) 

Conclusion. 

A. Data Pre-Processing:  

For this proposed methodology UCI machine 

learning repository Beijing PM2.5 data set is used 

and meteorological data is from international airport 

of Beijing.  Data contains hourly recorded PM2.5 

concentration, and some of the weather data such as 

temperature, air pressure, dew point, wind speed, 

wind direction, snowfall and rainfall from Jan 1, 

2010 to Dec 31, 2014. Wind direction has four 

features as NW, CV, SE and NE and is encoded 

with float values −10, 0, 10 and 20. For missing 

values of PM 2.5 concentration due to sensor errors, 

previous timestamp data are used for filling.  The 

data is then normalized. 

 

Figure 1 - Particulate Matter 2.5 Concentration 

over a period of time. 

B. Correlation analysis:  

The letter r in the below formulae is used to denote 

the relationship or association between the two 

variables and computed with a number that ranges 

between −1 and +1. Value zero represents no 

correlation, 1 denotes a perfect correlation. If there 

is a negative correlation then the variables are 

inversely related. After correlation analysis if the 

value is in positive range then the variables are 

positively correlated otherwise for negative range 

values it is considered as negative correlation [8]. 

When the correlation coefficient is −1 or +1, in a 

scatter plot the points will lie on a straight line, 

representing strong correlation between the variables 

[21]. In order to identify how strong the relationship 

between two variables below formulae is used which 

finds out the correlation result.  
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Identifying the association is essential between 

PM2.5 concentration which is going to be forecasted 

and other various influencing meteorological factors 

which in turn ensure that proper input features are 

used for the prediction. It is found out from 

correlation analysis that PM 2.5 has positive 

correlation with dew point, wind direction and 

snowfall and restof the meteorological variables 

such as temp, pressure, wind speed and rainfall have 

negative correlation. From the above correlation 

model it is shown that air pressure, snowfall and 

rainfall have small correlation coefficients. Omitting 

those features will improve the model performance 

because they are not related well with PM2.5.  Rest 

of the following variables dew point, PM2.5, 

temperature, wind direction and wind speed are 

considered as the input to the prediction model [7]. 

 

Figure 2 - Correlation analysis of PM2.5 and 

meteorological data 

C. Recurrent Neural Network:   

RNN is deep learning algorithm which is recurrent 

in nature and the output is based on previous 

computations [14].  Past or previous values are used 

to forecast the data especially which is time series in 

nature by RNN.  Feedback loop is used to retain the 

input from previous state. [20]. Not only current 

input but also the previous hidden state are used by 

each node to produce the current hidden state and 

output. 

 

ht = hidden node for time step. 

From the above equation W, V weights, b bias value 

for hidden and output states, f is an activation 

function [11] 

D. Convolutional neural network:  

Convolutional neural network having convolutional 

and subsampling layers as well as fully connected 

layers is a deep learning model. In short the 

convolutional layers, pooling layers, additionally 

drop out layer to avoid over fitting and flatten layer 

activation function and fully connected layers form 

the architecture of CNN [15]. A convolution layer 

performs feature extraction. Regression and 

classification are done by convolutional and down 

sampling techniques as CNNs transform the input 

layer by layer. Pooling layers are used to reduce the 

dimensionality, obviously the parameters are 

reduced and the computational complexity is also 

reduced [13]. Local trend change features of the data 

set used in this experiment over time is captured [7].  

E. Bidirectional gated recurrent unit:  

In Bi-GRU update gate and reset gate are used to 

overcome the RNN vanishing gradient problem. It 

provides excellent results than long short term 

memory in some cases. It has both forward and 

backward states. Recurrent neural networks uses 

previous time sequences to learn representations, 

whereas bi directional gated recurrent unit networks 

uses future time steps to learn representations. In 

this case a better understanding and ambiguity 

elimination allows a better performance [11]. 

Current state prediction is based on Information 

from previous time steps and also from later time 
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steps [19]. GRU’s two gates are reset and update 

gates. The reset gate help decides to combine 

previous memory with new input and update gate 

helps to keep the needed previous memory, past 

information from the previous time steps for future 

use. The 4 components of GRU architecture – one 

input vector, update gate vector, one reset gate 

vector, one output vector. For given 𝑥𝐼 Input vector 

and the corresponding weight parameter matrix and 

vector and update gate vector 𝑧𝐼 with corresponding 

weight parameter matrix and vector 𝑊𝑧,𝑈𝑧,𝑏𝑧 and 

the same for reset gate vector 𝑊𝑟,𝑈𝑟,𝑏𝑟, output 

vector ℎ𝑡 with corresponding weight parameter 

matrix and vector 𝑊ℎ,𝑈ℎ,𝑏ℎ. The 𝜎𝑟 rectified linear 

unit function activation function. Operator ○ is used 

to represent the Hadamard product that produces 

element wise product. 

The equation is below: 

 

The hidden unit uses for short term and long term 

dependencies the reset gate and update gate. They 

also depend on previous hidden units [12]. 

 

Figure 3 – Particle Swarm Optimization 

F.  Particle swarm optimization:  

Particle swarm optimization is a population-based 

heuristic global optimization technology. It is a 

nature-inspired evolutionary computing algorithm. 

Dynamically altering the velocity of each particle 

will adjust the path of each individual in the search 

space, based on the flying experience of each 

particle and of other particles in the search space. 

Easy implementation and quick convergence made it 

very popular [22]. In PSO in the beginning particles 

which are nothing but random solutions are 

initialised and PSO has velocity, position, and 

fitness value which is calculated by a fitness 

function [24].  To attain the optimal solution, every 

particle moves not only in the previously known 

best position but also in the global best position in 

the swarm [23]. 

 

 𝑣𝑖𝑑
𝑘  - Velocity of   dimension d– particle i and k 

iteration, 

𝑥𝑖𝑑
𝑘   - Corresponding position 

𝑐1and𝑐2 are the accelerate parameters, 

rand1and rand2 are considered two random numbers 

in [0,1]  [24]. 

PSO is considered as the best solution for solving 

nonlinear optimization problem. 

CNN needs large number of parameters to be tuned 

to achieve the best performance from particular 

dataset.  

Automatic design methods are used for hyper 

parameter optimization like finding the number of 

layers and optimal number of neurons etc. [25]. 

Main contributions of this paper are, a. Optimizing 

1D CNN parameters by PSO b. prediction of P.M 

2.5 by CNN and BIGRU. 
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Figure 4 – Structure of the proposed model 

G. Accuracy Measures:  

Performance of the forecasting model is measured 

by statistical measurement Root mean square error 

(RMSE) in air quality, meteorology and climate 

research. Another measurement to assess the model 

performance is Mean Squared Error (MAE).  

RMSEs and MAEs are certain statistical metrics 

often used to assess the performance of the model. 

RMSE=√
1

𝑛
∑ 𝑒𝑖

2𝑛
𝑖=1    (9) 

MAE =
1

𝑛
∑ |𝑒𝑖|

𝑛
𝑖=1  [10]  (10) 

One more metric in this regard to measure the 

accuracy of the model performance is symmetric 

mean absolute percentage error (SMAPE). Both 

RMSE and SMAPE error metrics are used to 

evaluate not only the degree of change but also the 

accuracy of data and thus used to measure the 

prediction quality of the model. 

SMAPE (𝑦′, 𝑦) =
1

𝑛
∑

|𝑦𝑖
′−𝑦𝑖|

(𝑦𝑖
′+𝑦𝑖)/2

𝑛
𝑖=1 (11)[7]  

 

III. EXPERIMENTAL RESULTS:  

In this experiment, initially optimising the 1 D CNN 

hyper parameters by PSO model will take place and 

later BIGRU is used to forecast the Pollutant. A 

convolution neural network does the down sampling 

of data to avoid complexity by reducing the size of 

the data and increase the learning ability, simplicity 

of the model. This data will again feed into RNN in 

order to find out the nonlinear relationship between 

pollutant and climatic data.  

Table 1 – Parameter range of 1D CNN 

 

This experiment is conducted by using minimal 

features of 1D CNN.  Two convolutional layer and 

in between one pooling layer is used. Encoded 

features for PSO in order to optimize the 

performance of 1D CNN are the filter size ranges 

from 2 to 8, stride 1,2,3,4, dropout ranging from 0.1 

to 0.4. Out of that encoded values (Table-1), 

Rectified Linear Units are considered better though 

tanh and sigmoid does their job better. Small 

number of parameters are taken and tried on trial 

and error basis. For Particle swarm optimization 

parameters are set as Swarm size is 10. Number of 

iterations are 10. The activation function is fixed as 

ReLU for convolutional network. Drop out value is 

0.2. Strides = 1, Average Pooling with pool size= 3. 

Padding is same. Small number of epochs is selected 

(20), Batch size 16. Filter size 3. In case of BIGRU 

two layers with 64 neurons are used. 

 

Figure 5 - Forecasting results of the proposed 

model 

The proposed approach accuracy measures are 

RMSE value = 12.8855. MAE = 9.4545. SMAPE = 

0.1667.  
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IV. CONCLUSION:  

Deep learning models show superior performance 

than shallow machine learning models. This study 

applied hyper parameters of the network model 1D-

CNN optimisation by PSO and forecasted PM2.5 

time series by Bi-GRU. The error measures RMSE, 

MAE and SMAPE are less in the proposed method 

when compared to the existing model which helps in 

estimating the air pollution appropriately. Accuracy 

in predicting the pollution level helps to monitor and 

control the pollution level by the government 

authorities. Countermeasures can be taken 

appropriately due to heavy pollution in urban areas. 

For analysing the performance of the network, 

experimentation of various parameter tuning on trial 

and error basis by using different optimization 

algorithms in order to achieve better results will be 

extended in future research 
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