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Abstract 

As social media has become inseparable attribute from a person, it is used in common to 

identify someone’s behavior. This practice can be seen in Human Resource Development 

upon recruiting new employee or when an emigration officer checking someone in the 

airport or applying visa. This paper propose model to group students based on their 

preference of twitter account. The steps are by collecting dataset from news website and use 

each category to label the data. After dataset is collected, user classified according to the 

friend list and then cluster the users based on the classification result. Test shows that SVM 

has better accuracy compared to other algorithm, while the elbow method to determine 

number of cluster does not show best k number since graphic of the method shows 

exponential form. For future works, it is recommended to use silhouette method to 

determine k form clustering and Latent Dirichlet Allocation (LDA) to label dataset into 

multi-label data. 

 

Index Terms; social media, k-means clustering, svm, project grouping. 

 

I. INTRODUCTION 

Students nowadays has been actively engaged in 

social media platform, the behavior, friend list or 

post from social media can be used to approximate 

personality. This paper propose to build machine 

learning model with SVM and KMeans clustering to 

form students group based on their social media 

friend list. 

SVM is a highly used algorithm in machine 

learning, especially in classification case. In text 

analysis, SVM become favourite among other 

machine learning algorithm [3]. Compared to Naive 

Bayes [4] and Logistic Regression [5], SVM always 

come on top in term of accuracy score. 

In [4], twitter data directly retrieved and feature 

were extracted using bag of words technique. in the 

F-Measure test, SVM score relatively high margin 

with naive bayes for each category classification. 

From 10% to nearly 30% margin. Svm not only 

limited to text classification, but also for malware 

detection [6], where using 271094 malware data, 

SVM scored 75% detection rate from the range 

between 74 - 83% where the data is at least 10000 

per class. 

Since in this paper, twitter is used for its easiness for 

its accessibility. Twitter itself has become favourite 

for text-based research, particularly for sentiment 

analysis, user interest [7], or user behaviour [8]. In 

[7], method such as bag of words, inverse document 

frequency or category extraction were not used, but 

use temporal dimension to determine user interest 

and future trends instead. [8] used Multi-Scale-

Entropy (MSE) analysis to identify user behavior 

and separate them into different labels. In this 

research, the date of tweet posted was used as 



 

March - April 2020 

ISSN: 0193-4120 Page No. 8177 - 8184 

 

 

8178 

 Published by: The Mattingley Publishing Co., Inc. 

feature. The dataset labelled manually into five 

labels (individual, news platform, advertising and 

promotion, robot, and other type account). Using 

date from the tweet data, MSE produced MSE 

vector and MSE slope and use it to classify using 

libsvm. The result is MSE Slope gave higher result 

(94%) compared to MSE Vector (64.2%) because of 

the noise from the vector itself. 

On the other hand, K-Means clustering algorithm 

also favourite in doing grouping data. Garg and Rani 

used kmeans clustering to analyze and visualize 

twitter data to map distribution using users’ 

geolocation. [9] Before k-means used for twitter, k-

means has been used for many purpose such as 

document clustering [10], image clustering [11] and 

even text clustering [12]. In [10], it is mainly about 

comparison between K-Means and its variants such 

as heuristic K-Means and Fuzzy K-Means. In this 

research, methods for feature extraction are tested. 

The tested methods includes tf, tf-idf, and boolean. 

The result is tf-idfwith stemming produce better 

result among other two, while heuristic k means 

provide better result than other flat clustering 

algorithm. In [11], performed image segmentation 

using K-Means and fuzzy K-Means and compared 

the result between them. What makes this research 

unique is the usage of fuzzy logic in K-means, 

where one data point can belong to more than one 

clusters rather single cluster. That way, fuzzy K-

Means produce better speed in clustering image 

data. On [12], an improved K-Means was proposed 

by modifying initial cluster centre. The 

improvement was achieved by calculating density 

and average density of the data, eliminating isolated 

data and then select parameter with highest density 

as the initial cluster. The improved K-Means 

algorithm scored slightly higher result, from 1% to 

3% margin with traditional K-Means. 

SVM and K-Means also can be used concurrently. 

For example, these two algorithms can be used 

together in biomedical such as shown in [13]. The 

idea on [13] is to group brain MRI image into 

different labels. After that, images from each class 

are extracted into feature vector and then segmented 

again with SVM. This research shows that the 

modified algorithm scored up to 6% to 9% margin in 

9% noise level compared to the common K-Means. 

Not limited to biomedical field, SVM and K Means 

also used for security purpose in cyber security for 

intrusion detection system [14]. In [14], the idea is 

quite similar with [13], where data of network traffic 

are separated into different groups with improved K-

Means and use SVM to mark cluster with abnormal 

behavior for detailed classification as the final 

realization of the detection process. 

The work here is quote similar with [13] and [14]. 

The striking difference is the built model use SVM 

first to classify twitter users and cluster them into 

different labels. This label will be used for profiling 

purpose for educational process, i.e creating cluster 

for study groups or extracurricular activities. SVM 

was chosen because it still scored higher than other 

classification algorithm such as Logistic regression 

although the margin is quite thin [5] [15]. Note that 

in this research, the model uses standard SVM and 

standard K-means, since the data for clustering is 

not huge. 

II. METHODOLOGY 

This section will explain about the frequently used 

term in this paper. 

A. K Means clustering 

K-Means clustering is unsupervised machine 

learning algorithm which is mainly used to cluster, 

classify, or group N object into k numbers of 

clusters or groups, with K and N are positive 

integers. Upon the grouping process, the algorithm 

calculate centroid from existing data point. K Means 

algorithm begin with determining K numbers of 

cluster will be formed. After the number of K is 

agreed upon, K number of centroids are randomly 

selected from the existing data points [1]. 

Each data point’s proximity is calculated against 

each centroid, until all data point completely 



 

March - April 2020 

ISSN: 0193-4120 Page No. 8177 - 8184 

 

 

8179 

 Published by: The Mattingley Publishing Co., Inc. 

assigned to each cluster. The proximity commonly 

computed using eucledian distance. Centroid with 

the least euclidean distance will be assigned to the 

data point. Equation 1 and 2 denotes euclidean 

distance formula. 

 kpk = d(p,0). (1) 

  (2) 

After each cluster completely filled with data points, 

new centroids are calculated for each cluster by 

average each components from each data point. 

From this new centroid, every data point will be 

evaluated its proximity to the new centroid. In this 

step, there are data points which will move to 

another cluster. This change will trigger 

recalculation of new centroid. Calculation of new 

centroid formulated by equation3. 

  (3) 

After the new centroid is formed and no data point 

which change cluster, the iteration stops, thus 

provide final cluster. 

B. Support Vector Machine 

Support Vector Machine is supervised classifier 

algorithm which relies on hyperplane to separate 

data into distinguishable label often called linear 

separability [2]. SVM can be used for classification 

and regression, thus use Support Vector Classifier 

and Support Vector Regression for each case 

respectively. Mathematically, SVM hyperplane are 

denoted in equation 4. 

 hw,b(x) = g(wTx+ b) (4) 

From equation 3, hyperplane equation is similar to 

what in Linear Regression, because single line is 

considered as hyperplane. This hyperplane used as 

boundary to separate data into different labels. In 

general, there are multiple hyperplane that can be 

formed to separate data. 

What makes SVM different from typical Linear 

Regression is that SVM set maximum margin 

function denoted in equation5. 

  (5) 

where the ||w|| is support vector, which the closest 

vector to the hyperplane. Margin between w~ and 

hyperplane are called maximum margin, denoted as 

δ. 

Since the hyperplane distinguish data into two 

different label, meaning that for every data, a 

hypothesis in equation 6 is applied. 

  (6) 

III. THE PROPOSED MODEL 

This section will explain through process occurred 

in the model. This section include dataset, feature 

extraction, classification, dimensionality reduction, 

and finding optimum value of k with elbow method. 

A. Dataset 

Collecting the dataset begun by scrapping news 

website such as kompas.com and detik.com. Dataset 

from twitter did not directly used, because the 

twitter policy limits its data streaming up to 3200 

data per 24 hours. Also, since most social media 

account today are heavily associated with hoax or 

any political issue so it will contain many rude 

words. Detik and kompas were chosen since those 

are the media which provide hoax debunking up 

until now. Not only that, the retrieved from twitter 

directly is unlabelled data. By scrapping the news 

website can get labelled data, because every news 

website contains sub-domain which post content 

according to the sub-domain’s theme, such as sport, 

entertainment, politics etc. 

The scrapper scrapped the website by using 

scrapping tools built with python’s scrappy. The 

scrapper run the scrapper for 10 days and 

successfully retrieve over 9000 data with 19 
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categories. Since not every content in the news 

website contain text, but also video, we filtered the 

news with video, resulting over 7500 data. Not 

every category has the same amount of data, so each 

category must be filtered which only contain less 

than 150 data and result with 14 categories as shown 

in Figure 1. This was conducted to prevent under 

sampling. 

B. Feature extraction 

Before train the text into SVM, the texts were 

transformed the document into numerical vector 

with fixed size. The text transformed using bag of 

words technique. Bag of words will count the 

frequency of occurrence of words while ignoring the 

order. Specifically, Term Frequency, Inverse 

Document Frequency, or commonly known as tf-

idfwas used. Stopword was not used since the 

dataset is based on Bahasa Indonesia. Using tf-idf, 

unigram, bigram will be acquired for every category. 

Unigram is a word which most associated to a 

category while bigram is two most associated words 

to a category. Unigram and bigram is measured 

using their respective frequency. Upon extracting 

unigram and bigram, stopwords are used to remove 

less meaningful words from the dataset. Since the 

dataset was scrapped from Indonesian news portal, 

Sastrawi python library was used for the stopwords. 

This is considered as noise removal. 

Unigram and bigram represented in vector with the 

size of (7054 x 76504) which means each of 7054 

news content are represented by 76504 features, 

representing the tf-idf score for different unigrams 

and bigrams. These vectors will be used to train 

document of tweet from an active account and 

determine which category fit the user most. 

C. Classifying twitter account 

After the vectors were formed, twitter api was used 

to retrieve twitter data. The retrieved data is not a 

trending topic nor an event. The model retrieve data 

from a user and classify the user according to the 

tweet. The model did not directly classify a user 

according to the latest post but classify them by 

using their friends. From an account, list it’s 0 

followers and for each follower, pick their latest 

tweet. Since twitter limits its user timeline data 

stream up to 3200 tweet per day [16], the model 

only streamed 20 latest post from a user. If it try to 

exceed 3,200, twitter api will return 401 response. 

The model uses friends, which is the account 

followed by the target account, not by its follower. 

Friend was picked over follower because follower’s 

account can be set to protected, preventing data 

streaming over twitter API. This is because the 

nature of twitter, where a user can see the complete 

information of other user which s/he follow but 

cannot see information about the follower who set 

their profile to be private. This protected/private 

account will prompt the 401-error message over the 

API. 

After collecting the required number of tweet 

document, the model was trained with SVM 

algorithm using vector obtained from tf-

idftransformation. After the vectors were trained, 

tweet from every respective user were concatenated 

to form a document. After document was formed, it 

was crosschecked against the trained model. The 

model will produce which category the document 

belongs to. 

Each classification will be grouped according to its 

category. The grouping result will be inserted into 

vector to represent a user. 

 ProfFeynman~ = [6,0,3,21,21,2,7,3,0,6,31,2,3] 

For example, one user named ProfFeynman from his 

friend list has 6 friends who heavily associated with 

politics, 3 friends associated with automotive, 0 

friend associated with technology, 21 friend 

associated with lifestyle, and so on. 

D. Dimensionality reduction 

After the vector for each user were formed, it 

reduced into two dimensional data. Since there are 

14 categories in the classification result, this means 
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that the representation from each user are in 14 

dimensions. To ease the process of clustering and 

visualization, t-Distributed Stochastic Neighbor 

Embedding (t-SNE) was used to trim it down into 

2D data. 

The t-SNE algorithm computes similarity measure 

between pairs of instances in high and low 

dimensional space. It then tries to optimize these 

two similarity measures using a cost function [17]. 

T-SNE used conditional probability to measure this 

similarity, as shown in equation 7. 

  (7) 

E. Elbow Method 

After obtaining two dimensional data, clustering 

process can be started. But first, the number of 

optimal k must be computed. To determine number 

of k, elbow method was used. Elbow method are 

denoted with equation 7 [18]. 

 (8) 

From equation 7, Sum Squared Error is used to 

calculated elbow method by summing of the average 

Euclidean Distance of every data point against the 

centroid. Upon sharp decrease of the SSE value and 

the angle start to align horizontally, k is determined. 

From k = 2 and the SSE value added on each 

iteration, where kn= k + 1, the largest margin of SSE 

which is SSEkn- SSEkn-1 is the point in where the 

optimal k value is located. 

To summarize the proposed model, the steps shown 

as follows: 

• The scrapper collects data from news portal 

(detik and kompas) including the sub-domain. 

• Every news content labelled according to the 

sub domain for each news. For example, news from 

sport sub-domain will be labelled with sport, news 

from automotive will be labelled as automotive. 

• Collected data from news portal will be 

filtered by checking item per category. Category 

which contain less than 150 items will be dropped 

from the dataset. 

• After the dataset is filtered, stopwords are 

removed and the cleaned dataset transformed into 

vector using tf-idf. 

• Retrieve 60 accounts friend list from a 

designated account. 

• From every retrieved account, collect 20 

latest tweet text. Upon collecting the data, every 

tweet is filtered from noise character which heavily 

related to twitter i.e. ’RT’, ’@’, URL such as ’http’ 

or ’https’. 

• Join cleaned tweets into one document. After 

that, the document will be classified using the 

trained model. The result of classification will be 

grouping according to each respective matching 

category. 

• Each grouped category will be counted the 

sum for each user and appended into vector. Then 

each user has vector with the size of 1*14. 

• Each vector will be reduced into two 

dimensional data using T-SNE. 

• Optimal value of k will be calculated from 

two dimensional data using SSE. 

• Group two dimensional data into k cluster 

from elbow method. Plot the result into two 

dimension chart. 

Figure 1 shows complete diagram of the proposed 

model. 
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Fig. 1. Proposed Model 

 

Fig. 2. Cross validation score for all tested 

algorithms 

 

IV. RESULT AND DISCUSSION 

The finding here will discuss only for the 

comparison of tested classification algorithms, the 

result of elbow function, and the graph of clustering. 

Using SVM, the test compared the accuracy with 

other algorithm. The model tested against K Nearest 

Neighbor (KNN), 

 

Linear Support Vector Machine, Multinomial Naive 

Bayes, and Random Forest. This comparison are 

tested using cross validation score (CVS). CVS 

score for Logistic Regression (LR) is 0.884578, 

Multinomial Naive Bayes at 0.815395, KNN hit 

0.318189, Random Forest at 0.282280, and SVM 

scored at 0.917324. This margin is typical to the [5] 

[15]. Figure 2 display accuracy chart of the tested 

algorithm with accuracy for each algorithm while 

table 1 display the numerical value of it. 

Table I 

Comparison Between Tested Algorithms 

No Algorithm Accuracy Score 
1 Random Forest 0.282280 
2 Multinomial Naive Bayes 0.815395 
3 Logistic Regression 0.884578 
4 LinearSVM 0.917324 
5 K Nearest Neighbor 0.318189 
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Fig. 3. Graphic of distortion for every number of 

k using elbow method 

 

Fig. 4. Clustering result 

While SVM came on top as expected, unique thing 

occurred during elbow test. While typical elbow 

graphic will show clear and sharp elbow, the test did 

not show dramatical result. Instead, result have 

slightly smooth exponential curve as shown in 

Figure 3. This could be the effect of large scale of 

two dimension value from T-SNE. 

Nevertheless, 4 is picked between 3 or 4 as the k 

number to group the data. The plotted cluster shown 

in Figure 4. 

From figure 4, desired group for students can be 

acquired. The data with least margin to each cluster 

will be used as the team leader. 

Since this work focus on SVM and K-Means 

Clustering, this research did not consider other 

algorithms as the main classifier. From the dataset 

projection in 2 dimensions chart, found that it is 

quite difficult to determine which algorithms perfect 

for the dataset, since its projection in figure 4, which 

consist quarter of its feature, is not linearly 

separable. Back to the initial intention is to use other 

method which give identical accuracy to SVM as 

stated in [5] and [15], where the gap between SVM 

and LR were 2% and 3.33%. In this case, the gap 

still identical to the [5] and [15] since the data set is 

quite large, over 7000 records were used. 

V. CONCLUSION AND FUTURE WORKS 

From this research, it can be concluded that the 

model was successfully built to classify twitter user 

using SVM and dataset from news portals. While the 

SVM did not give surprising problem, the opposite 

happened with the elbow method. This paper 

recommends using silhouette function rather than 

elbow method to find optimal k value. 

Also, it is better to classify dataset first into multi-

label data, since one article from a news portal can 

associate with multiple topics.To do this, Latent 

Dirichlet Allocation (LDA) encouraged to use for 

future work. 
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