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Abstract 

Emotion is a psychological condition as a reaction to an event. All forms of emotions are 

thought to be controlled by the central nervous system, the brain. A human’s emotions are 

often associated with changes in facial expressions as markers. Several studies have 

successfully carried out emotional detection through facial imaging. But the detection of 

emotions through these expressions tends to be hidden. Therefore, in this research study 

emotions through EEG signals to overcome these problems because EEG characteristics are 

unique and difficult to hide. Emotional EEG signals come from the DEAP database in the 

form of arousal, valence, liking, dominance, and familiarity with video as the stimulus. The 

raw EEG signal processed by Independent Component Analysis (ICA) to obtain features is 

then classified by Support Vector Machine (SVM) combined with Genetic Algorithm (GA) 

for optimization. The simulation carried out gave an accuracy of 77.27% on the 

classification of sad and happy emotions. 
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I. INTRODUCTION 

reaction to an event. Emotion is one of the complex 

biological processes controlled by the brain [1]. 

Emotions can affect health conditions in terms of 

one's body metabolism and psychology. Especially 

negative emotions that must be avoided because 

they can have bad consequences. Emotions can 

influence ways of thinking, making decisions and 

solving problems [2]. This is what underlies many 

studies to analyze, detect or classify emotions. Some 

methods are done, namely psychological tests, 

characterization through facial expressions and what 

is now attracting much attention is the study of 

electroencephalogram (EEG) related to emotions. 

Emotional recognition through EEG characterization 

is used in medical applications and scientific 

research [1]. The objectives are various including 

knowing the sources of emotional generation, 

control or biofeedback for psychological health and 

some applied to the brain computer interface. 

Referring to this goal, in this paper, we have a high 

interest in analyzing EEG waves for emotional 

classification even though this study still 

encountered many difficulties, especially the 

recording of data, validation and the limitations of 

the EEG related emotion database. As initial 

research, in this paper we use open databases 

sourced from the Database for Emotion Analysis 

using Physiological Signals (DEAP) for 

characterization and EEG analysis related to 

emotion. 

DEAP is a database that contains a person logistical 

research. Emotions are given about participants' 

facial expressions and brain wave results. Research 

was carried out using various stimuli such as 
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images, sounds, or videos [3]. The stimulus is given 

to all participants, so they could know which 

participants were attending. The parameters are 

given by the brain when expressing participants are 

happy, sad, or neutral. This change in condition 

affects the EEG wave and gives characterization to 

each emotional condition. Several studies have 

proposed the use of various methods for emotional 

classification based on DEAP dataset [1], [4], [5]. 

The method of analysis in the time domain, 

frequency, time-frequency was applied to obtain the 

EEG feature. The feature reduction method is also 

applied to computational efficiency. The machine 

learning algorithm is applied to classification and 

the value of accuracy is a measure of the 

performance of the proposed method. However, the 

average accuracy achieved has not been satisfactory. 

Thus, efforts to develop methods that are accurate 

and resource efficient in classification refer to the 

data set method. Therefore in this paper, a method 

for classifying emotions is proposed in the EEG 

DEAP dataset. 

This study involved two human emotion groups that 

represented happy and sad based on the valence 

scale. This study uses Independent Component 

Analysis (ICA) for EEG feature extraction and 

Support Vector Machine (SVM) as classifiers. Test 

scenarios where parameters are optimized by 

Genetic Algorithm (GA) are also conducted to 

evaluate the impact of GA on accuracy. Finally, the 

results of this research are expected to be a reference 

for the development and application of a larger 

database in the future. 

II. MATERIAL AND METHOD 

A. EEG Dataset 

Data on this research is sourced from the DEAP 

research test [6]. This dataset is taken from 32 

subjects ranging in age from 19-37 (14 women, 18 

men). Each participant recorded 32 EEG channels 

while watching a music video. Video is used as a 

stimulus to arouse the emotions of participants. The 

EEG sampling frequency is 256 Hz with a high-pass 

filtering to 2 Hz cut-off frequency. The experiment 

was conducted 5 times to see the level of valence 

with the video given. The following Table 1 

contains details of the subject's condition including 

the level of valence. 

Table 1. Subject’s profile 

Subject Age Sex Valence Class 

1 31 Male 3.92 Sad 

2 24 Female 5,01 Happy 

3 19 Female 4,37 Happy 

4 24 Female 8,05 Happy 

5 24 Male 6,96 Happy 

6 23 Male 3,49 Sad 

7 31 Male 2,05 Sad 

8 22 Female 5,79 Happy 

9 25 Female 4,04 Happy 

10 31 Female 7,14 Happy 

11 27 Female 8,7 Happy 

12 37 Male 8,21 Happy 

13 24 Female 9 Happy 

14 27 Female 3,99 Sad 

15 22 Female 4,05 Happy 

16 28 Male 3,64 Sad 

17 25 Male 6,05 Happy 

18 29 Male 4,23 Happy 

19 27 Male 1,62 Sad 

20 25 Male 6,35 Happy 

21 30 Male 4,83 Happy 

22 28 Female 6,03 Happy 

23 27 Male 5,09 Happy 

24 28 Female 7,03 Happy 

25 26 Female 3,05 Sad 

26 36 Male 5,57 Happy 

27 35 Male 6.08 Happy 

28 24 Male 5,27 Happy 

29 24 Male 5,09 Happy 

30 33 Male 5,33 Happy 

31 21 Female 5,17 Happy 

32 33 Female 5,31 Happy 

 

B. Independent Component Analysis (ICA) 

Independent Component Analysis (ICA) is a method 

to find information from a set of data where 

independent factors are traced, to separate 

independent signals mixed and the signal will be 
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recorded by several sensors [7]. In the mixing 

model, s is the signal source before it is mixed with 

other signals, A is the mixing matrix, and x is mixed 

signals. The ICA output in this research is used as a 

feature set. 

𝑥 = 𝐴𝑠   (1) 

where s : 

𝑠 =  𝐴−1𝑥  (2) 

C. Support Vector Machine (SVM) 

Support Vector Machine is a technique for 

predicting a case such as classification and has a 

linear classifier principle and has been developed to 

solve problems for non-linear classifier [8]. In the 

classification of SVM it is usually used in the 

classification of two classes or multiclass. SVM 

works with a kernel approach that has a function to 

map low dimensions to higher dimensions so that 

the results achieved reach the optimal level. The 

kernel functions used are polynomial, gaussian, and 

linear kernels. Parameters other than the kernel are 

scale kernels whose scale values are 1-10 and 

polynomial orders whose scale values are 1-10. 

D. Genetic Algorithm (GA) 

Genetic algorithms are studies that study 

evolutionary mechanics and methods to determine 

the minimum value of a parameter and to find 

feature optimization and selection. The parameter 

space formed by genetic algorithms can include 

multilayer perceptions of each layer. Genetic 

algorithms use techniques from evolutionary biology 

such as mutations, inheritance and crossover [9]. 

The genetic algorithm method is used to obtain the 

optimum solution from many possible solutions [9]. 

In a study that uses more possibilities, exact 

methods are usually not used even though genetic 

algorithms do not always provide optimal solutions 

in optimization problems but through processes, 

genetic algorithms can get good solutions [9]. 

In the GA research, it will classify or classify data 

according to the conditions we want. Before that 

there is training first in order to get the parameters 

that are suitable for the desired conditions and the 

testing of the parameters specified. 

In applying the GA algorithm to feature-selection 

problems, each chromosome is represented by a 

dimension m binary vector, where m is the total 

number of features. If it's a little 1, then the related 

feature is included, and if it's a little 0, the feature is 

not included. The GA process for feature selection 

problems is the same as GA. This process ends 

when he finds a feature subset with the highest 

accuracy or reaches the maximum number of 

iterations [10]. In this research, GA is proposed to 

find the best features so that it can improve the 

performance of the classifier. 

In the system kernel functions, kernel scale, and 

polynomial orders from Support Vector Machine 

(SVM) are parameters that are optimized by Genetic 

Algorithm (GA). GA looks for the optimum solution 

for each system process. Each iteration has the 

possibility of different results so it takes as many as 

20 iteration experiments so that conclusions can be 

drawn which optimum solution is obtained. There 

are process of genetic algorithms are as follows 

[11]:  

1. Determine the chromosome number, 

generation, and mutation rate and cross rate value  

2. Generate population chromosomes, and the 

values of initial chromosome gene chromosomes 

with random values 

3. Process steps 4-7 until the number of 

generations is met 

4. Evaluate the chromosome fitness value by 

calculating the objective function 

5. Chromosome selection 

6. Crossover 

7. Mutations 

8. Solution (Best Chromosome) 
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III. RESULTS AND DISCUSSION 

The signal features of ICA results are obtained in the 

form of a matrix. The matrix contains the attribute 

features measuring [a b] each channel electrode. The 

features obtained are A is the mixing matrix and W 

is the separation matrix. Table 2 below is an 

example of the ICA feature from one of the 

electrodes.  

Table 2. ICA feature 

No Mixing 

Matriks 

(A) 

Separating 

Matriks 

(W) 

Class 

1 -3.88 -0.25 Sad 

2 35.46 -0.02 Happy 

3 -5.85 -0.17 Happy 

4 -70.25 -0.01 Happy 

5 -16.82 -0.05 Happy 

6 8.19 0.12 Sad 

7 -12.25 -0.08 Sad 

8 -7.01 -0.14 Happy 

9 -14.12 -0.07 Happy 

10 22.43 0.04 Happy 

11 -26.8838 -0.03 Happy 

12 16.55 0.06 Happy 

13 -9.04 -0.11 Happy 

14 10.90 0.09 Happy 

15 -8.99 -0.11 Happy 

16 -15.16 -0.06 Happy 

17 -13.30 -0.07 Happy 

18 -13.56 -0.07 Happy 

19 -53.31 -0.01 Happy 

20 -5.30 -0.18 Happy 

21 8.62 0.11 Sad 

22 84.59 0.01 Happy 

23 -7.71 -0.12 Happy 

24 -52.38 -0.01 Happy 

25 -10.44 -0.09 Sad 

26 18.78 0.05 Sad 

27 -6.59 -0.15 Happy 

28 -18.88 -0.05 Sad 

29 -11.00 -0.09 Happy 

30 20.42 0.04 Happy 

31 -10.54 -0.09 Happy 

32 -10.52 -0.09 Happy 

 

The system performance parameter is how many 

classes correctly detected are expressed in accuracy. 

In this study, EEG datasets were divided into two 

groups, namely training data and test data. We apply 

the ratio of test data and training data to 0.7 / 0.3; 

0.5 / 0.5 and 0.3 / 0.7. 

To get optimum performance, the parameters of 

SVM are optimized with GA. The first functions are 

kernel functions, namely polynomial, gaussian and 

linear, the second scale of the kernel which has a 

scale of 1-10 and third scale is a polynomial order 

that has a scale of 1-10 so GA looks for the optimum 

solution of 300 possibilities that might occur in the 

system. These parameters become input for GA in 

getting the optimum solution. Based on the test 

results, the system is accurate with a ratio of 0.7 / 

0.3 with an accuracy value of 77.27% (Table 3). 

Table 3. Comparison of the results of system 

accuracy 

Scenario  

(Test/training 

data) 

Best Accuracy 

SVM SVM 

optimized GA 

0.7/0.3 56.25% 77.27% 

0.5/0.5  56.25% 75% 

0.3/0.7 50% 60% 

 

System testing proves that the classification results 

that only use SVM have smaller accuracy values 

than the SVM classification results optimized by 

GA. The best accuracy results are 0.7 / 0.3 with a 

value of 77.27%. The results of the classification of 

proposed methods in this research are shown in 

Table 4. 

Table 4. Classification results 

No System 

output 1 

System 

output 

2 

Emotion 

classification 
1 Happy Happy True 

2 Happy Happy True 

3 Happy Happy True 

4 Happy Happy True 

5 Sad Happy False 
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6 Sad sad True  

7 Happy Happy True 

8 Happy Happy True 

9 Happy Happy True 

10 Happy Sad False 

11 Happy Happy True 

12 Happy Happy True 

13 Sad Sad True 

14 Happy Happy True 

15 Happy Happy True 

16 Sad Happy False 

17 Happy Happy True 

18 Happy Happy True 

19 Happy Happy True 

20 Happy Happy True 

21 Sad Happy False 

22 Sad Happy False 

 

IV.  CONCLUSION 

In this research a system for the classification of 

human emotions has been simulated based on EEG 

signals. The dataset is source from DEAP. Two 

groups of data namely happy and sad refer to the 

valence scale, have been simulated. Feature 

extraction using ICA is applied to get a number of 

attributes as distinguishing characters for each 

group. Genetic Algorithm is also applied, aiming to 

reduce features and determine the best features so as 

to improve classification performance. GA proved to 

be able to increase accuracy compared to SVM 

without GA optimization. This research resulted in 

good accuracy of 77.27% with the comparison of 

test data and training data 0.7 and 0.3 respectively. 

The results of this research provide the knowledge 

that ICA is quite competitive for feature extraction 

referring to the small number of features. In 

addition, GA is very effective for use in the purpose 

of improving the performance of classifiers. 
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