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Abstract 

Recently, a real-time monitoring system needs to have the function of 

detecting and tracking the existence of an automatically moving object. 

These computer vision systems can be used in many fields because they 

can replace human roles. We propose a method to track objects by 

merging SURF, CAMShift, and Optical Flow. Through the SURF method, 

a search window is created for the region of interest for the object to be 

tracked, and the object is tracked through a combination of the CAMShift 

method and the optical flow. We also propose using Optical Flow to 

predict the position and velocity of a fast moving object. Experimental 

results show that the proposed method shows good results in terms of both 

accuracy and speed. 

Keywords: CAMShift, Optical Flow, SURF, Object Detection, Object 

Tracking 

I. Introduction 

Moving objects, motion tracking and human 

detection are widely used in video conferencing 

systems and real-time surveillance systems[1,2]. 

Among them, the real-time monitoring system 

is mainly applied to a computer vision system 

which can substitute human role because it has 

the function of automatically detecting the 

presence of objects in an environment where 

many moving objects do not appear[2,3]. This 

research has been used especially in security 

surveillance field, weather observation system, 

intelligent traffic control system, military field 

and many other fields. Currently, various 

studies are being conducted for high accuracy 

and fast processing for object recognition and 

tracking[3]. As information technology 

develops, there is an increasing need for 

security monitoring for theft prevention and 

information leakage. Accordingly, tracking and 

detection of moving objects is becoming an 

important technology in security related 

surveillance field[1,3]. 

In order to track moving objects in each frame, 

frame analysis, real-time monitoring analysis, 

and prediction of instantaneous changes of 

moving objects are required for successive 

video images[4,5]. By analyzing the frame of 

the image, it detects the object to be tracked 

and calculates the position change of the object, 

extracts information such as the moving 
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direction and speed of the moving object, and 

continuously tracks the moving object based on 

the extracted information[5]. However, in the 

tracking of objects, there are various changes 

according to the movement, change, location 

and illumination of the object, so there is a 

problem that the object is determined and the 

ROI is reassigned to adapt to the surrounding 

environment. 

In this paper, we propose a method to track 

target objects using CAMShift and Optical 

Flow. The CAMShift algorithm is vulnerable to 

illumination, brightness and speed because it is 

based on a color space model. In order to 

overcome this difference of illumination 

condition, the search window of CAMShift is 

set to the SURF algorithm. You can also use 

the optical flow to predict the position and 

velocity of a fast moving object, so you can 

quickly adjust the search window in CAMShift. 

The rest of this paper is organized as follows. 

In Section 2, we briefly introduce a method for 

detecting objects in an image. In Section 3, we 

explain how to use CAMShift and Optical Flow 

to track objects. Section 4 presents the 

experiments and results for the performance 

evaluation of the proposed method. Finally, 

Chapter 5 presents conclusions and future work. 

II. Material and Methods 

In this paper, we propose a fusion method of 

SURF, CAMShift, and Optical Flow for object 

tracking system with improved performance. 

Even if the object moves quickly, a method of 

recognizing the object without external 

influences is needed by quickly obtaining the 

detection speed early. However, in the case of 

the SURF algorithm, there are disadvantages 

that it cannot utilize many useful features given 

in the color space by using only information in 

the gray space.  

In addition, since the computation complexity 

is high for a specific object detection process, 

detection of the detection in the real-time image 

is limited, and there is a difficulty in detecting 

an object in which the object moves fast. In 

order to improve this, in this paper, we use the 

area of interest obtained by the SURF 

algorithm only for the designation of the search 

window, and the real-time object tracking 

improves the overall operation speed by using 

the CAMShift algorithm. 

In addition, when the objects are tracked using 

CAMShift, fusion of object movement 

information obtained by Optical Flow to the 

generated search window can improve the 

tracking accuracy compared to the search 

windows generated only by the existing 

CAMShift 

SURF(Speed Up Robust Features) 

It is not easy to construct a descriptor for 

discriminating all the pixels in an image or to 

find corresponding points by comparing 

descriptors of all pixels[6,7]. Therefore, there is 

a need for an algorithm that finds feature points 

that are robust to environmental changes and 

generates descriptors that can distinguish them 

from other feature points. In the proposed 

extended SURF algorithm, feature points are 

extracted using a high-speed Hessian detector. 

A high-speed Hessian detector can be 

generated using the integral image and 

approximated Hessian detector[6,7]. 

The integral image is the sum of all the pixel 

values in the rectangular area from the origin to 

the position of each pixel[7,8]. Therefore, once 

the integral image is generated, the sum of all 

the pixel values in the specified rectangle can 

be obtained through four operations of any size 

rectangular area. Formula (1) (𝑥, 𝑦) represents 

the process of calculating the integral image 

value 𝐼𝐼(𝑥, 𝑦) at a position where 𝐼(𝑖, 𝑗)denotes 
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a pixel value of position (𝑖, 𝑗) in the original 

image. 

 𝐼𝐼 𝑥, 𝑦 =   𝐼(𝑖, 𝑗)
𝑦
𝑗=0

𝑥
𝑖=0 

And, the Hessian detector is a feature extraction 

algorithm based on the Hessian determinant as 

defined in equation (2) and shows good 

performance in velocity and accuracy. 

𝐻 𝑥, 𝑦, 𝜎 =  
𝐿𝐼𝑥𝑥 (𝑥, 𝑦, , 𝜎) 𝐿𝐼𝑥𝑦 (𝑥, 𝑦, , 𝜎)

𝐿𝐼𝑥𝑦 (𝑥, 𝑦, , 𝜎) 𝐿𝐼𝑦𝑦 (𝑥, 𝑦, , 𝜎)
 (2)

In formula (2), 𝐿𝐼𝑥𝑥 (𝑥, 𝑦, 𝜎) is (𝑥, 𝑦)  of a 

Gaussian with the input image and 𝜎  the 

variance of the position 𝑥  direction second 

order derivative 
𝜕2

𝜕𝑥2
𝑔 𝜎 . The remaining 

𝐿𝐼𝑥𝑦 (𝑥, 𝑦, 𝜎) and 𝐿𝐼𝑦𝑦 (𝑥, 𝑦, 𝜎)  denote the 

derivative in the x𝑦 direction and the second-

differentiated Gaussian filter and convolution 

in the 𝑦  direction. The approximated Hessian 

detector is a method that uses an approximated 

Hessian determinant using a square filter 

instead of using the Hessian determinant. In 

order to obtain the feature which is invariant to 

the scale, the feature is extracted by changing 

the size of the square filter without using the 

scaled image. As a result, by using the integral 

image obtained before calculating the 

convolution of the quadrature filter, the Hessian 

determinant is quickly constructed and the 

feature point is found irrespective of the size of 

the rectangular area. 

CAMShift(Continuously Adaptive Mean Shift) 

The CAMShift algorithm is an algorithm that 

improves the average moving algorithm[9,10]. 

Unlike the average moving algorithm in which 

the size of the search window is fixed, the 

CAMShift algorithm uses the technique of 

adjusting the size of the search window by 

itself. Using the distribution of the hue values 

of the detected object region, the position to be 

changed is predicted and the object is traced by 

searching the detected center of the number. 

Generally, since the change of illumination in 

the image is the largest in luminance, using a 

relatively hue value is less sensitive to 

illumination. The general CAMShift algorithm 

operates in the following order[9,10]. 

Table 1: The general CAMShift algorithm 

1) Set the region of interest of the probability 

distribution image over the entire image. 

2) Select the initial position of the search 

window of the average movement algorithm. The 

selected location is the target distribution for 

tracking. 

3) Calculate the color probability distribution in 

the search window of the average movement 

algorithm. 

4) Repeat the average moving algorithm to find 

the center of probability image. The zero 

moment and the center position are stored. 

5) In the following frame, the center of the 

search window is changed to the center found in 

4), and the size of the search window is set as a 

function of the moment. Repeat steps 3) to 5). 

Any method can be used if the probability 

distribution image only has a value indicating 

the probability of the pixels included in the 

target. However, in general, the probability 

distribution image is obtained by histogram 

back projection, and the back projection of the 

target histogram of a successive frame 

generates a probability image by the following 

method. 

The 𝑛  image pixel positions using the 

histogram with 𝑚 of 𝑏𝑖𝑛  are  𝑥𝑖 𝑖=1,……,𝑛 . The 

histogram is a function that maps the position 

𝑥𝑖
∗  of the pixel  𝑞  𝑢=1,……,𝑚  to the 𝑏𝑖𝑛  of the 

histogram 𝑐: 𝑅2 →  1 ……𝑚 , the histogram is 

calculated  as shown in the following equation 

(3). 
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𝑞𝑢 =  𝛿 𝑐(𝑥𝑖
∗) − 𝑢 𝑛

𝑖=1 

In addition, all histogram 𝑏𝑖𝑛 values are scaled 

from  0, 𝑚𝑎𝑥(𝑞) to the new range  0, 255  in 

the pixel range of each 2 dimension probability 

distribution image by the following equation 

(4). 

 𝑝𝑢 = 𝑚𝑖𝑛 
255

𝑚𝑎𝑥  𝑞  
𝑞𝑢 , 255  

𝑢=1……𝑚


In addition, the center of color probability 

distribution of the search window obtained as a 

result of (3) of the operation sequence of the 

CAMShift algorithm described above, and the 

size and angle of the target can be obtained 

using the moment. Assuming that the intensity 

of the probability image at the (𝑥, 𝑦)position of 

the search window is 𝐼(𝑥, 𝑦), each moment can 

be obtained as shown in Equation (5) below. 

𝑀00 =   𝐼(𝑥, 𝑦)𝑦𝑥  

𝑀10 =   𝑥𝐼 𝑥, 𝑦 , 𝑀01 =𝑦𝑥

𝑥𝑦𝑦𝐼(𝑥,𝑦)

𝑀20 =   𝑥2 𝑥, 𝑦 ,         𝑀02 =𝑦𝑥

𝑥𝑦𝑦2(𝑥,𝑦) 

The center of probability distribution (𝑥𝑐 , 𝑦𝑐) is 

shown in equation (6). 

𝑥𝑐 =
𝑀10

𝑀00
,      𝑥𝑐 =

𝑀01

𝑀00


In order to simplify the formula for obtaining 

the magnitude and angle of the probability 

distribution, the three variables 𝑎, 𝑏, 𝑐 are 

defined by the following equation (7). 

𝑎 =
𝑀20

𝑀00
− 𝑥𝑐

2 

 𝑏 = 2  
𝑀11

𝑀00
− 𝑥𝑐𝑦𝑐 

 𝑐 =
𝑀02

𝑀00
− 𝑦𝑐

2 

The size and angle of the horizontal(ℎ)  and 

vertical(𝑣) of the search window by the three 

variables 𝑎, 𝑏, 𝑐  are defined by the following 

equation (8). 

ℎ =   𝑎+𝑏 + 𝑏2+(𝑎−𝑐)2

2
 

𝜃 =
1

2
𝑡𝑎𝑛−1  

𝑏

𝑎−𝑐
 

2



Optical Flow 

Optical Flow is an algorithm that tracks how an 

object moves in an image. It detects a feature 

point with prominent attributes such as corners 

and textures in the image, and then calculates 

the movement amount through matching 

between the previous frame and the next frame 

to be[11]. The Lucas-Kanade method is the 

most widely used, with a rare Optical Flow 

method with low computational complexity[12]. 

In general, Optical Flows are divided into dense 

Optical Flows and rare optical flows[11,13]. 

There is a Lucas-Kanade method of dense 

Optical Flow, which computes the amount of 

movement in a way that sets the pixel window 

in the current frame and finds the closest match 

to the window set in the next frame. The 

calculation amount is smaller than the 

calculation of the entire pixel and the 

movement cannot be calculated when the 

motion is larger than the set window due to the 

use of the local window. In order to solve the 

disadvantages of the Lucas-Kanade method, a 

pyramid Lucas-Kanade method which can 

detect motion larger than a set window by 

using an input image as an image pyramid has 

been studied. 

Generally, the Lucas-Kanade Optical Flow 

method assumes the following three 

assumptions. 

1) Brightness constancy 

2) Temporal persistence or small movements. 

3) Spatial coherence 
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Among them, the first brightness constancy 

assumes that the pixel brightness value of the 

object being tracked is also unchanged with 

time. Temporal persistence or small 

movements assume that the motion of the 

object in the image is not so fast and that the 

time change is faster than the movement of the 

object. The third spatial coherence assumes that 

spatially close points are likely to belong to the 

same object and have the same movement. By 

the first hypothesis, the image intensity 

function 𝐼 𝑥 𝑡 , 𝑡  is defined as the following 

equation (10). 

𝐼 𝑥 𝑡 , 𝑡 ≈ 𝐼 𝑥 𝑡 + 𝑑𝑥 , 𝑡 + 𝑑𝑡 

Also, by the second assumption, as equation 

(10) 

𝐼𝑥𝑢 + 𝐼𝑦𝑣 + 𝐼𝑡 = 0

Where 𝑢is the velocity in the 𝑥 axis direction, 𝑣 

is the velocity in the 𝑦 axis direction, and 𝐼𝑡  is 

the first-order partial differential of 𝐼 𝑥 𝑡 , 𝑡 . 

If you use an 𝑛 × nwindow, 𝑛2  equation (11) 

are obtained as 

 

𝐼𝑥(𝑝1)𝐼𝑦(𝑝1)
……

𝐼𝑥(𝑝𝑛2 )𝐼𝑦(𝑝𝑛2 )
  𝑢

𝑣
 = −  

𝐼𝑡(𝑝1)
……

𝐼𝑡(𝑝𝑛2 )
 

Using the least squares method, we can obtain 

the values of 𝑢  and 𝑣  by solving the above 

equation (11). 

III. Results and Discussion 

The environment used for the performance 

evaluation of the proposed method is Python on 

Windows 10. In addition, PET2000 dataset is 

detected by using OpenCV library and tracking 

algorithm is implemented[14]. Figure 1 and 2 

show the running of the proposed method in the 

experimental environment. In order to measure 

the performance improvement of our proposed 

method, we compared three algorithms: SURF 

tracking, CAMShift tracking, and tracking by 

the improvement algorithm. 

 

   

   

   

   

   
Figure 1: Video Data for Experiments 

   

   

   

   

   
Figure 2: Results for proposed algorithm in 

Video Data 
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Table 2:The comparison of objects tracking 

results 

Method 
TF 

(Frame) 

TS 

(Frame) 

TF 

(Frame) 

PT 

(sec) 

SURF 200 185 15 13.7 

CAMShift 200 135 65 8.1 

Proposed 

Method 
200 178 22 10.2 

Table 2 shows experimental comparison data 

for each algorithm. The experimental images 

were 200 of total frames(TF) of data set 

provided by PET2000. As shown in the 

experimental results, the tracking success(TS) 

rate of the proposed algorithm is 178 frames, 

CAMShift is 135 frames, and SURF is 185 

frames. The tracking failure(TF) rate was 22 

frames for the proposed algorithm, 15 frames 

for the SURF, and 65 frames for the CAMShift. 

Although the proposed algorithm has a 

somewhat lower success rate than SURF, it 

shows a fairly good result compared with 

CAMShift.  

The processing time(PT) of the proposed 

algorithm is 10.2 seconds, CAMShift is 8.1 

seconds, and SURF is 13.7 seconds. The 

proposed algorithm is 3.5 seconds faster than 

SURF, but it is 2.1 seconds slower than 

CAMShift. 

Therefore, the proposed method shows good 

results in terms of both accuracy and speed, so 

it is possible to track real-time multiple objects 

IV. Conclusion 

In this paper, we propose a method to track 

target objects by merging SURF, CAMShift, 

and Optical Flow. Through the SURF method, 

a search window is created for the region of 

interest for the object to be tracked, and the 

object is tracked through a combination of the 

CAMShift method and the optical flow. Since 

the CAMShift algorithm is based on a color 

space model, the search window of CAMShift 

is set through the SURF algorithm to solve 

problems that are vulnerable to light, brightness, 

and speed. Also, by using Optical Flow to 

predict the location and velocity of a fast 

moving object, the search window can be 

adjusted quickly in CAMShift.  

Experimental results show that the success rate 

of the proposed algorithm is somewhat lower 

than that of the SURF algorithm, but it is 

significantly better than CAMShift algorithm. 

Also, the performance of the proposed 

algorithm is about 3.5 seconds faster than that 

of SURF, but it is about 2.1 seconds slower 

than CAMShift. Therefore, the proposed 

method shows good results in terms of both 

accuracy and speed, so it is possible to track 

real-time multiple objects.  

Future research needs to study the surveillance 

system that can quickly detect multiple objects 

and predict motion using the proposed method. 
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