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Abstract 

Using the application of ad-hoc networks, communication models in this field of wireless 

networks have been developed. Greater research is performed for mobile nodes in mobile ad 

hoc networks (MANET). Intrusion Detection Systems (IDS) is considered as a main 

component of secured system. A major issue in security system is, it is assumed to be 

inefficient intrusion detection system due to the access of enormous network information. 

Traditional IDS provides lower detection rate as well as greater negative alarms with 

maximum processing time. This study provides an effective IDS method for MANET by 

combining feature selection (FS) based classifier approach model for efficient identification 

of intruders. For FS, particle swarm optimization (PSO) algorithm is utilized to pick the 

essential features from accessible ones. The minimized feature has the subset as and is fed to 

Auto encoded Deep Neural Network (AEDNN) for discovering the availability of hackers. 

By including PSO before classification process, it would improve the effectiveness of 

AEDNN. For practical experience, KDD'99 database is deployed in order to validate the 

projected technique. The end results signify that greater outcome of PSO-AEDNN model is 

attained across previous IDS in various estimating variables. 
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I. INTRODUCTION 

Network abnormalities, present in various types of 

mobile ad hoc network (MANET), attained due to 

the dynamic characteristics [1]. A variety of causes 

could be stated for these anomalies, like improper 

functioning of network equipment, congestion of 

network and active assault. Intrusion, which is an 

anomaly target the service reliability and 

accessibility [2]. Denial of service (DoS) attack is 

major intrusion that is used in degradation of service 

provided by particular target for alternate legitimate 

consumers [3]. DoS, could be applied in many 

divisions like Blackhole, Grayhole, Wormhole and 

Flooding [4]. Each exploits various security 

breaches in network and affects some of the aspects 

namely traffic flood, connection disruption, blocking 

admission or system disturbance in wireless systems 

[5]. Flooding attacks directly mark a network 

member by the transmission of negative information 

or control packets. It is depicted in [6], which a 

flooding kind of attack could minimize the packet 

delivery around 84%.  

User Datagram Protocol (UDP) flooding attack [7], 

a data flood attack where allocation is overwhelmed 

through frequent data traffic, using greater bit rate 

and usual packet size. This is possible when UDP is 

no connected with any protocol and without any 

kind of flow control. Intrusion Detection Systems 

(IDS), developed for detecting and act in opposite to 

network violations by observation and identification 

of anomalies. Hence, to make sure the presence and 

reliability of network service, there is an emergency 
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to contain systems executed and maintained 

properly.  

In recent days, observing method for predicting DoS 

attacks in Wireless Mesh Networks (WMN) that is 

presented [8]. Performance of this technique is 

estimated on the basis of packet delivery range, 

maximum packet drops and later measures. 

Proposed IDS eliminates malevolent nodes and 

maximizes the packet delivery ratio during the 

reduction of packet drop by combining a priority 

model within the network. Therefore, presentation 

of presented model is sampled for static mesh 

networks as well as the performance of mobile 

network could not be examined. Fig. 1 offers the 

taxonomy of the available IDS methods. 

 

Fig. 1. Taxonomy of IDS Methods 

New tracking algorithm named as Zone Sampling 

Based Trace back (ZSBT), developed for tracking 

malicious nodes present in MANET [9]. In this 

method, each node contain zone ID within the 

packet using definite possibility in prior to send the 

packet. Once packets are received, affected node 

traces DoS attack again to the initial point for 

constructing a way among attacker. Accuracy of 

ZSBT techniques require enhancement while zone 

associated with more number of nodes. In those 

cases, identifying malicious nodes would not be 

accurate. Using SVM for the prediction of DoS 

attacks are explained in [10]. The outcome of the 

projected model is evaluated practically and 

represents the presented SVM based detection 

method attains maximum or optimal detection 

accuracy. Hence, in enhancing network performance 

using suggested technique which not yet analyzed.  

Proactive detecting mechanism introduced in [11] 

for Distributed DoS (DDoS) attacks with decreased 

computation difficulty. This model is used in 

detection methodologies of every received packet 

for extracting suspicious data packets while pre-

attack stage. Moreover, a detailed learning of 

routing attacks and counter measures in MANET 

could be identified in [12]. This paper proposes the 

survey of IDS by pointing advantages and 

disadvantage. There is an alternate presented model 

that deals with DDoS attacks in MANET [13]. 

Existing solutions depends on technique which 

assume single attribute from network e.g. hello 

interval delay, else solution is adaptable for single 

allocated routing approach. Therefore, an intrusion 

like DoS or DDoS, higher than one fact of network 

is influenced, and decisions based on special routing 

protocol is inefficient with various routing protocols, 

hence a solution assuming the restrictions must be 

developed. 

Traditional IDS provides lower detection rate as 

well as greater negative alarms with maximum 

processing time. This study provides an effective 

IDS method for MANET by combining feature 

selection (FS) based classification model for 

efficient identification of intruders. For FS, particle 

swarm optimization (PSO) algorithm is utilized to 

select the vital characters from available characters. 

The minimized feature has the subset as and is fed to 

Auto encoded Deep Neural Network (AEDNN) for 

discovering the availability of hackers. By including 

PSO before classification process, it would improve 

the effectiveness of AEDNN. For practical 

experience, KDD'99 database is deployed in order to 

validate the projected technique. The end results 

signify that greater outcome of PSO-AEDNN model 

is attained across previous IDS in various estimating 

variables. 

II. PROPOSED METHOD 

This study provides an effective IDS method for 
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MANET by combining FS based classificier 

approach for efficient identification of intruders. For 

FS, particle PSO algorithm is utilized to select the 

essential features from present features. The 

minimized feature has the subset as and is fed to 

AEDNN for discovering the availability of hackers  

2.1. PSO-FS 

PSO, developed in the year of 1995 is stimedula 

from social characteristics like bird flocking and fish 

schooling. Basic concept of PSO optimization of 

knowledge through social communication in the 

population in thoughts of personal and social. It 

depends on the strategy of each solution could be 

denoted as particle in swarm. Each particle consist 

of location in search space, that is described through 

a vector lp = (lp1, lp2, . . . , lpU), where U is the 

dimensionality of the search space. These particles 

transform in order to find search space for 

identifying optimal decisions. As a result, all 

particles consist of velocity, that is denoted as vp = 

(vp1, vp2, . . . , vpU). In these cases, every particle 

updates their position and based on knowledge and 

adjacent nodes. Earlier best position of a particle 

named as personal best pbest, and best position 

reached through the population known as global best 

gbest. With the help of pbest and gbest, PSO finds 

best solutions through velocity and location updates 

of all particles depend on Eq. (1) and (2). 

 

where z represents  zth iteration in evolutionary 

operation, u ∈ U denoted uth dimensions in search 

space. i_pu and i_gu denotes pbest and gbest in the 

uth dimension. Velocity is restricted by permanent 

maximum velocity, vmx, and vz+1 pu∈ [−vmx, 

vmx]. This technique stop, while predefined state is 

satisfied, that could be extended fitness value or 

fixed number of iterations.  

2.2. Classification  

Auto-encoders are the variety of artificial neural 

network utilized for learning effective information 

demonstration in an unsupervised approach. Under 

presented concept, an auto-encoder is utilized by 

encoding as well as decoding layers which have 

been trained for decrease the restoration mistake. 

This included prior data from the training group for 

efficient learning from the information and give 

optimal action. This pretrained enables both the 

information to the present task and before connected 

tasks for self-organizes the learning scheme for 

create the learning model in information driven 

fashion. The features are fed to the auto encoder 

from the trained database with no labels 

(unsupervised). A group of compacted and robust 

features are creating at the last part. The encoder 

parts of the auto-encoder targets for reduce input 

information into a small dimensional demonstration 

and they are a decoder part which recreates input 

information dependent on the small dimension 

demonstration created with the encoder.  

For a provided training database 

P={p_1,p_2,⋯,p_m}by m samples, where p_z is an 

n-dimensional characteristic vector, the encoder will 

map the input vector p_z for a secret demonstration 

vector h_z with a deterministic mapping f_θas 

provided in (3) 

 

where W are the x× x, x are the number of secret 

units, b are the bias vector, θ are the mapping 

parameter set θ = {W,b}. σ are sigmoid activation 

function. The decoder maps reverse the resultant 

secret illustration h_z for a recreated x-dimensional 

vector q_z in input space. 

 

The aim of trained to the auto-encoder are to reduce 

the variation among input and outcome. So, the fault 
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functions are evaluated with the subsequent 

equation: 

 

The major objectives are to discover the best 

parameters for reduce the variation among input and 

recreated outcome above the entire training set (m). 

2.1.2. Supervised Classifier model using DNN 

The three layer DNN are utilized of a are trained 

with utilizing the primary auto-encoder, s outcomes 

as inputs. This task orders are retrained in a 

supervised approach through the class labels and the 

input characteristic provided for the classification 

model. A softmax activation layer is used as the 

outcome layer. The layer evaluates the failure 

among the expected values and a true value, also the 

weights in the network is changed with respect to 

the failure. The easy softmax layers that are located 

at the last layer, it could be described as follows: 

 

where c are the numbers of class, U are the end layer 

index, and Z_C represents the class count with usual 

network link and intrusion. Next to this phase, every 

layer is adjusts with back-propagation in a 

supervised path. In the analysis stage, the softmax 

layer results the possibility of the expected 

divisions. 

Fig. 2 offers the action of the network training 

method to 100 iterations. In training, extra methods 

can be used namely failure and batch normalization 

to keep away from above fitting along with for 

speedup to trained method. The presented technique 

attains just about 99% accuracy to the training group 

in 20 rounds that are 4 times quicker if zero failure 

and batch normalization be utilized. It permits a 

decrease in the training times needed, and would be 

of very important value to growing low delay 

concepts and training future networks by higher 

information groups. The presented techniques are 

summarized here in Algorithm 1. 

 

Fig. 2. Training and validation outcome over 

epoch count 

Fig. 3. Feature Description 
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PERFORMANCE VALIDATION 

To authorizing the outcomes of presented technique, 

KDD Cup 1999 database [14] are utilized. The 

KDD’99 databases [14, 15] are usually use to the 

estimate of IDS, includes a total of 125973 instances 

below 2 classes such as usual (N) and irregularity 

(A). Besides, the 37 feature is classified into 3 

classes’ namely basic feature, contents feature and 

traffic feature. It specifies of the databases is 

provided in Table 1 and the feature descriptions are 

provided in Fig. 3. 

Table 1   Dataset Description 

Dataset Source # of instances # of attributes # of class N/A 

IDS KDDCup 1999 132597 37 2 67333/58620 

 

Table 2 FS outcome on IDS Dataset 

Number 

of 

Iteration 

Total 

No. of 

Features 

PSO (1-10 Iteration) 
Number  

of  

Iteration 

PSO (11-20 Iteration) 

Selected 

Feature

s 

Cost 

% of 

Features 

Reduced 

Selected 

Feature

s 

Cost 

% of 

Features 

Reduced 

1 41 19 0.0020362 54 11 21 0.0013089 49 

2 41 19 0.0020362 54 12 21 0.0013089 49 

3 41 22 0.0018826 46 13 21 0.0013089 49 

4 41 20 0.0015219 51 14 19 0.00093985 54 

5 41 20 0.0015219 51 15 19 0.00093985 54 

6 41 20 0.0015219 51 16 19 0.00093985 54 

7 41 21 0.0013089 49 17 19 0.00093985 54 

8 41 21 0.0013089 49 18 19 0.00093985 54 

9 41 21 0.0013089 49 19 19 0.00093985 54 

10 41 21 0.0013089 49 20 19 0.00093985 54 

 

 

Fig. 4. Best cost of PSO-FS 

Fig. 4 illustrates the cost analysis of the PSO-FS 

technique on the tested IDS database. 

Table 3 illustrates the relative outcomes of the FS 

manners with respect to chosen features and optimal 

cost. As seen in the table, it is noticeable which the 

presented technique achieves a least optimal cost of 

0.00093985. 

Table 3 FS results of PSO algorithm 

 

Table 4 illustrates the confusion matrix obtained 

with several classification approaches on the tested 
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IDS database. Utilizing the values appear in the 

confusion matrix, arrangement measures would be 

verified. Table  4, it is exposed which the AEDNN 

accurately classifies a highest of 66619 and 58471 

instances as N and A, correspondingly. However, 

after the application of PSO, the effectiveness of the 

AEDNN is developed and the AEDNN accurately 

classifies a total of 66819 and 58481 instances as N 

and A, correspondingly. The other techniques 

namely RBF, LR, and DT illustrate inferior action 

above the AEDNN and PSO- AEDNN techniques. 

Table 4 Confusion Matrix Intrusion Detection 

Dataset using Various Classifiers 

 

Table 5 illustrates the applied classifier outcomes in 

terms of several evaluation parameters. Fig. 5 shows 

the different comparative outcome classification and 

their performance on IDS Dataset in terms of 

dissimilar measures. It is prominent that 

classification actions are inferior to RBFNetwork. 

Under FPR and FNR, the values have to least for 

denote efficient classifier action. The table indicated 

that advanced value of FPR is achieved with 

RBFNetwork and DT by the values of 7.61 and 4.62 

correspondingly. 

Table 5 Classifier results study on IDS dataset 

 

 

Fig. 5. Classifier results analysis on IDS dataset 

in terms of various measures 

Table 6 Classifier results with and without FS on 

IDS Dataset 

 

Table 6 gives the classifier outcomes of the 

presented AEDNN classifier together with the PSO 

dependent FS task. Fig. 6 illustrates the effect of 

classification outcomes with utilize of FS process. It 

is verified from the enhanced FPR of 0.89, FNR of 

0.21, sensitivity of 97.87, specificity of 97.91, 

accuracy of 89.47, F-score of 96.49 and kappa value 

of 95.93. It is examined that the accurateness 

achieved with AEDNN before and after PSO is 

99.47 and 94 .30 correspondingly. These values 

verified which the classifier outcome is improved 

with including PSO in AEDNN. 

 

Fig. 6. Classification results by the use of FS 

process 
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III. CONCLUSION  

An effective IDS was introduced by this study and a 

method for MANET by combining FS based 

classification model for efficient identification of 

intruders. By including PSO before classification 

process, it would improve the effectiveness of 

AEDNN. For practical experience, KDD'99 database 

is deployed in order to validate the projected 

technique. The end results signify that greater 

outcome of PSO-AEDNN model is attained across 

previous IDS in various estimating variables. From 

experimental outcome, the accuracy achieved with 

AEDNN before and after PSO is 89.47 and 94.30 

correspondingly. Verifying which the classifier the 

outcome values have improved with including PSO 

in AEDNN 
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