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Abstract 

The surveillance of local places, shopping malls and traffic signals is essential for safety and 

security purpose. Though the CCTV’s are available, the manual retrieval of footage frame 

by frame is time intensive and critical task. Hence with video surveillance, the task like 

object detection, person identification and tracking of suspicious movements will improve 

the result.  But there are several factors affecting the scene like environmental variations, 

light illumination, camera variations and occlusion. The existing systems are able to identify 

the object from limited categories under certain conditions with deep learning. But data 

training and computing system cost are very high. So, different challenges and aspects for 

scene interpretation around the object are discussed in this paper. The scope will highlight 

various methods with implementation and their results. Though the deep learning is more 

powerful tool for video analytics, there are still challenges that must need to improve for 

real-time scene interpretation. 
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I. INTRODUCTION 

This The surveillance of local places, shopping 

malls and traffic signals is essential for safety and 

security purpose. Though the CCTV’s are 

available, the manual retrieval of footage frame by 

frame is time intensive and critical task. There are 

several factors affecting like environmental 

variations, light illumination, camera variations 

and occlusion. The situation on railway stations, 

shopping malls and in crowded areas is 

complicated for structuration. Hence, in order to 

identify the object from such clustered scene, its 

most important to analyze and classify the scene in 

respective domain. And then the corresponding 

methods are required to apply for identifying the 

object from such clustered scenes. There are 

several well-known mechanisms available for 

detecting the object from the scenes. But these are 

limited to certain classification groups and under 

some standard set of rules to define the object.  

The classic image processing-based algorithms 

can give results to identify the object from the 

scene, but the implementation of method is time 

consuming task and the results may vary according 

to user. In this classic algorithm, the humans are 

defining the key features of an object. These 

features are unique features for that unique object. 

And hence even if the model has been trained for 

identifying that object, the accuracy of identifying 

from new set of data, is poor because of small 

variation in object may lead to make it 

unrecognizable. 
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The machine learning algorithms may increase 

the scope to classify the object from scene. The 

machine learning techniques like SVM, HMM, 

and other classification techniques, proven better 

accuracy for detecting object.  Though it has 

potential to detect the objects, but due to small 

variation in scene and background, the results may 

get affected. The existing methods are providing 

object detection in limited scope under fix set of 

conditions. Hence even the machine learning may 

classify the object, but there are many challenges 

to affect the result.  

 The algorithms of deep learning are improving 

day by day with the accuracy in object 

identification. But there are various dependencies 

to generate the pretrained-model to deploy for final 

result interpretation. The CNN, ANN and Fast-

RCNN are useful for finding the object and 

classify. But the dataset required for training the 

method should be extensively large and an 

inference model should be strong enough to 

deploy such systems. So, the process is time 

consuming and hardware dependent. Now once the 

object is identified, the sematic analysation of 

scene is key point of this research. The scene 

around the object has to interpret the details. 

Thus, considering above factors, there is need 

to design a new system, where the appropriate 

features will be extracted by manually and the 

deep learning algorithms are used to train them for 

scene interpretation purpose. This work explores 

various aspects and challenges in scene 

interpretation with object identification. 

Section -II covers the need of scene 

understanding, the different methods for scene 

analysis and the issues to detect object under 

specific scene conditions.  

Section-III is elaborating different object 

detection techniques like SIFT, KLT and 

background-foreground subtraction methods.  

Section-IV is about existing methods for object 

identification in scene specific conditions. The 

various machine learning implementation were 

compared with state of art results for scene 

specific identification and detection techniques. 

Section-V, goes with improvements and 

challenges in deep learning for object 

identification. The scope of advanced methods in 

deep learning are identified and compared with 

standard results. 

Section-VI, is elaborating the object 

interpretation techniques. Once the object is 

identified from the scene, now to analyze the scene 

and interpret the scene along with the object. The 

NLP mechanisms are discussed and enlisted some 

useful methods. 

II. SCENE UNDERSTANDING 

A scene is an insight of environment with 

multiple surfaces and objects in an particularizing 

way. The visual insides are shown with many 

features like colour, contours or luminance or in 

the form of parts, shapes and textures or a sematic 

contextual way. The aim of scene understanding is 

to make machines think like humans, to have a 

complete depth and understanding of visual 

scenes. Scene analysis is inclined by perceptive 

vision with an association of major fields like 

software engineering, computer vision and  

cognitive engineering. 

To understand the object, it’s important to 

understand the scene first. [1] demonstrated an 

algorithm to classify the objects in 15 different 

classes based on global geometric correspondence. 

The image was divided into sub-regions and 

histogram is computed to obtain the local features 

to categorize them into weak & strong sets. This 

bag of features method was only restricted up to 

15 different categories. To understand the basic 

scene definitions, [2] has implemented new set of 

database for image classification with Turing test. 
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Due to unclear representation of object in 

complex scenes, the detection was not up to the 

mark. [3] introduced mechanism to define the 

features manually and use to model objects using 

annotations in real applications of spatial relations 

and geometric features.  The metric spatial 

relations (MSR) implemented on extracted 

features to train the dataset. As this method was 

limited only to table top based objects, it fails for 

other domains. Though the generation of database 

is mostly confirmed by labelling images 

separately, [4] has demonstrated to prepare the 

dataset based on scene understanding by 

experienced humans. 

So, considering most probable scene with 

appropriate objects as first input and same scene 

with dissimilar objects to categorize it in probable 

and improbable sections. It was useful to structure 

and eliminate the extreme variations from scene 

understanding features. But though it depends on 

manual input from user, the results may get biased. 

So, need identify methods which will provide an 

outline for prescribing the scene factors. 

III. OBJECT DETECTION 

For scene surveillance, the object detection and 

tracking are most difficult tasks. A shaped a 

method with graph representation of moving 

objects which helped to derive and maintain a 

dynamic template of moving object to match with 

still frame [5]. As the method depends on 

matching, the response was slow and not affected 

due to partial occlusion.  To overcome on this, [6] 

stated novel four stage wavelet method to detect 

the change and canny edge method find edges 

from frame.  

Through the current frame’s moving edge can 

be detected and tracked by grouping with the 

current frame edge, background edge map and past 

frame’s moving edge. But these methods were 

very prune to noise introduced in frames and not 

suitable for real-time object detection. [7] Subtly 

combined multiple low-level features and 

uniqueness of target object for visual object 

detection in dynamic scenes.[8] Using approach of 

combining top-down recognition with bottom up 

image segmentation, an hypothesis generation step 

is implemented. With improved shape context 

feature and verification step with false positive 

pruning object detection rate was improved. But 

failed to identify similar category objects and poor 

performance under occlusions.  

For general object category above methods are 

useful, but for traffic scenes, where the moving car 

detection is required, these are not much suitable. 

The pixel-based background – foreground 

subtraction approach submitted by [9]  with 

thresholding, binary operation and histogram 

equalization is used for multiple object detection in 

traffic scenes. The moving object from dynamic 

background was detected with SIFT algorithm for 

adaptive detection [10]. In this method, the three 

images captured and using SIFT, the features were 

matched with surrounding points on object 

template of three images. Thus, the speed and rate 

matching was improved, but still issue with 

occlusion. In [11], Background subtraction with 

Mean shift and Kanade-Lucas Tomasi (KLT) 

applied and the good features were tracked to 

improve the object detection under occlusion 

conditions. The tracking of object was achieved by 

Optical Flow method with KLT.  

The challenges like illumination changes in 

light conditions, rapid variation on target 

appearance and similar non-target objects and 

occlusion were damped by [12] video compression 

techniques like 2D DCT, statistical correlation 

matching feature points and maximum likelihood 

method. For object detection under surveillance 

are, contourlet transform is implemented by [13] 

with frame separation. However, its limited to 

foreground and background image classification. 
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IV. OBJECT IDENTIFICATION 

After Object detection is the task where out of 

all appearing objects from the scene, the specific 

object has to identify. And the identification stands 

for, from among all detected objects, identify the 

specific object. So, an object identification needs 

extensive set of unique features to learn the model. 

On railway stations if it has to detect an unattended 

object, then [14] suggested method with dual tie 

background subtraction and approximate median 

model. The system was useful for object 

identification, but the changes in background 

affected the results.  

Alternative technique [15][16] on unattended 

object identification improved with background 

subtraction model on Mixture of Gaussian 

Techniques. The occlusion issue rectified up to 

80% using framework of blob-based HOG and 

SVM. The above methods are beneficial for still 

camera and the visible frames. But in real-time the 

video is not clear and the frame rate is very slow, 

hence the object identification is critical for long-

term period. Hence [17], captured footage from 

still frames of IPTV video and implemented with 

sequence of dual background differences. Which 

was gained by computing the intensity 

transformation between the current and previous 

reference background models within a specific 

time period.  

A clustering and an object detector are then 

integrated to identify the unattended objects. Thus, 

object identification was improved. But still there 

are so many challenges to define the parameters 

for multiple object identification. For each object, 

the scope of parameters and features is changing. 

The extraction of features with limited set of 

parameters and aligning them for learning under 

other special methods like deep learning may 

improve the chance to identify the object under 

scene specific conditions. 

V. DEEP LEARNING FOR OBJECT 

IDENTIFICATION 

Deep convolutional neural network (CNN) 

becomes a mostly used tool for object 

identification. Various works have achieved 

excellent performance on object detection 

benchmarks. But these works best with present 

generic detectors where their performance will 

drop rapidly when they are applied to a 

surveillance scene. In order to improve the object 

identification rate, deep background subtraction 

method is used by [18].  

A background image is used with input new 

image, for subtracting & finding object. 

Subtraction is done on spatial features by 

CNN(ConvNETS) and trained under RMSProp for 

optimization in CNN. The model is trained on LE-

NET-5 dataset and the results were compared with 

CDNET2014 dataset results. Here problem 

occurred in subtraction operation where ConvNet 

trained with scene specific data. The category 

specific salient mode detection [19]  worked with 

3D objects in 2D & the images are trained in 

different viewing angles. Such images are then 

classified in novel framework to determine natural 

orientations and salient views of 3D objects.  

But issue was raised in generalizing the salient 

features and again train by per categories. Based 

on datamining, [20] has suggested image mining 

with instigated as Scale Invariant Feature 

Transform (SIFT) on K-Nearest Neighbours 

(KNN) as classifier. Results were obtained by 

matching the two set of key points that are similar 

by extracting low level features in the 

neighbourhood.  The available CNN systems are 

not well known how to effectively adapt the 

pretrained model into the new task, so [21] 

recommended recursive neural network structure 

on features extracted by a deep convolutional 

neural network pre-trained on a large data set like 

Washington RGBD image data set.  
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This was much improved in results and gained 

positive point over well-known Alex Net feature 

extraction technique. Using this pay-as-you-go 

method, no training at the feature extraction phase 

is required, and can be performed very effectively 

as the output features are compact and extremely 

discriminative. The improvement in the speed of 

training & object detection is observed in [22] with 

the trained AlexNet using RNN. System was 

created on AlexNet-RNN to enhance the accuracy 

of identifying the object. Now though deep 

learning is providing some good methods to 

identify the object, once the model is pretrained, it 

will not check an new object which is not a set of 

pretrained features.  

This is a most dangerous drawback of above 

mentioned systems. The results were improved by 

learning new objects in adaptive manner with new 

set of features. So, [23] put forward an adaptive 

Deep Convolutional Neural Networks for Scene-

Specific Object Detection  by three methods of 

Adaptive-CNN,  Sequential CNN (S-CNN) , 

ADCNN. The context was learned from target 

domain for adaptive scene. The bounding box is 

used to identify the object from the scene. Though 

result was improved, but learning from scene, is 

critical and having limitations in scene data.  

The labelling of objects to find under bounding 

box is critical and time-consuming task. So, 

[24][25] proposed method to avoid the labour-

intensive task of manual annotations, the system 

proposed with a semi-supervised approach for 

training deep convolutional networks on partially 

labelled data. It is only applicable for scene 

specific human detection. The best method was 

introduced by [26] named as You Look Only Once 

(YOLO). He implemented a single neural network 

that classifies objects using bounding boxes and 

class probabilities is utilized. He used multi-scale 

training that varies between sizes and recognizable 

patterns and applied on 9000 different objects. The 

result was improved by 80% than other methods in 

term of speed. The complete method was initiated 

under the DarkNET for training purpose with 

extensive use of heavy GPU’s.  

Hence, in order to train our customize database 

model, needs much more complicated GPU’s. 

Though the YOLO is giving accurate object 

identification results, as the view changes or 

perception of view changes, the YOLO gives 

negative results [27][28]. Hence in order to find an 

object on aerial view, Minimum Distance Bag-of-

Words Approach is used with Speeded up Robust 

Feature Transform (SURF) based algorithm. Using 

this method results are improved by 16% 

compared to regular bag-of words approach. 

So, considering above factors, the object 

identification under pure deep learning is possible 

but, the identification under scene specific 

condition is difficult. Following are the issues 

affecting the deep learning approach for scene 

specific object identification: 

• The linking of a series of events or actions 

taken over time and synchronizing them to 

meaningful information that relate to achieving 

outcomes [29] 

• The hardware required for deep learning is 

highly complex. Deep learning default works on 

black box mechanism, hence direct control is not 

over the training models[30] 

• For optimization and regularization in deep 

learning, there is an issue in nature of the gradient 

of the model [31] 

• Overfitting is an issue in CNN. Due to 

network depth an accuracy of output gets saturated 

and then starts to degrade rapidly. CNN's are not 

keen to Spatial invariance [32]. 

VI. SCENE INTERPRETATION 

From the clustered scene, an identification of 

object is acute task and only machine learning or 

deep learning is not sufficient. Now once the 

object is identified, the sematic analysation of 



 

 

 

March-April 2020 

ISSN: 0193-4120 Page No. 2168  - 2176 

 

 

2173 Published by: The Mattingley Publishing Co., Inc. 

scene is key point of this research. The scene 

around the object has to interpret the details. So, it 

will be helpful to take the decisions smartly. 

For. E.g. On railway stations, if an unattended 

bag has been found. So, by manual approach, we 

may check the CCTV footage and try to find the 

suspect. But, by applying the sematic analysis, if 

the bag found as unattended or suspicious, then it 

will try to interpret the scene as “an blue colour 

bags found unattended since last 20 minutes”. 

So, scene interpretation contains various stages 

as shown in figure 1 below, 

 

Object 

Identification 

Apply Sematic 

Analysis (NLP, 

LSTM, etc.) 

Construct the 

semantic 

interpretation 

sentence 

Decision 

making 

system  

 

Fig. 1 Stages in scene interpretation 

Here, the major objects will be identified from 

the scene. Then the sematic model is trained using 

Natural Language Processing techniques like 

(NLP, LSTM and most advanced like BERT). In 

last stage, these generated semantics are used to 

take the automatic decisions after final 

implementation. Considering the requirement, the 

extraction of words in sequence with the situation 

or the association with past and future words to 

create a sentence, following are state-of-art 

methods discussed. 

In[33], the word2vec model is introduced, 

where the word embeddings trained on a task 

where the aim is to predict a word based on its 

context, mostly using a shallow neural network. 

But word2vec models using smaller window sizes 

tends to produce similar embeddings for 

contrasting words such as “good” and “bad”, 

which is not acceptable for predictive sentence 

generation. [34], showing some comparison 

between different NLP methods where, CNN is 

used. The CNN is useful for learning at multiple 

output predictions for NLP tasks such as  portions, 

named-entity tags, semantic roles, semantically-

similar words and a language model.  

It uses look-up table to transform each word 

into a vector of user-defined dimensions. But the 

major issue with CNN is long distance 

dependencies. For semantic analysing machine 

translation require perseverance of sequential 

information and long-term dependency. Which is 

not available in CNN. An improvement on CNN is 

given by new R-CNN approach with sequence 

modelling ability to model variable length of text 

[34]. The deep LSTMs have been presented to 

generate reasonable task-specific text in tasks such 

as machine translation and image captioning.  

Using LSTM, the semantic analysis was 

improved with condition to preserve the part and 

future words predictions in memory. But 

repeatedly it fails due to attend to the input text 

and image to form episodes of information 

improved at each node. To overcome on this, [35] 

developed a system as SWAG, means Situations 

With Adversarial Generations. Its implementation 

was creating a large-scale dataset to support 

research toward Natural Language Inference (NLI) 

with natural reasoning.   

The model was built with 113K multiple choice 

questions along with video frames, but still its not 

with the Adversarial property for defining new 

dataset by his own. In 2018, [36] google has 

developed latest technique known as  (BERT) 

Bidirectional Encoder Representations from 

Transformers.  Which helps the model to consider 

the context from both the left and the right sides of 

each word. The BERT works for different NLP 

tasks, including question answering, named entity 

recognition and other tasks related to general 

language understanding. They defined the strategy 

for training a deep bidirectional model with 

randomly masking few input tokens allowing 

BERT to better realize relation between sentences. 
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So, considering above facts, it’s important to 

select the best suitable NLP model for generating 

the semantics for scene analysis and interpretation. 

VII. CONCLUSION 

The smart surveillance needs the object 

identification with accuracy in clustered areas. 

From above survey, there ae some methods like 

global geometric correspondence, bag of features 

and metric spatial regions (MSR) to label the 

image dataset. It’s important to identify the key 

factors for outlining the scene factor in accurate 

semantic. For detection of object, methods alike 

graph representation of moving objects, four stage 

wavelet method are tested. But these are very 

prune to noise in frames, and not suitable for real-

time object detection. Thus, by combining top-

down recognition with bottom-up scene, improved 

the issues on noise, but shown poor performance 

under occlusion conditions. Later pixel-based 

background-foreground subtraction enhanced the 

object detection. To track the object an optical 

flow method is useful with KLT technique. 

Mixture of Gaussian Technique gives better 

object identification with approximate median 

model. Issue of occlusion rectified up to 80% with 

blob based HOG and SVM. In real-time the 

processing rate of video frames is slow, hence 

need to map another method with high frame rate 

for processing.  

Deep learning does give access to choose what 

is happening inside the model on features, hence 

tough following mentioned deep learning method 

like CNN, RCNN, YOLO are giving the improved 

results. Still they are restricted to certain categories 

and extensively depends on hardware. Hence, for 

our project, need to identify such deep learning 

model, which will train the features defined 

manually.  

Once the object is identified, the linking of 

object with scene and making an interpretation of 

sentence is a tough challenge. So, the methods like 

word2vec, C-CNN on words, LSTM are 

presenting reasonable text interpretation like image 

captioning, named entity recognition, etc. The 

advanced methods like BERT developed by 

google, improved the accuracy by considering 

both left and right side of the words for predicting 

future words. But the real-time video scene 

prediction with object in short time have still have 

a scope for improvement in latency, object 

accuracy in prediction and in inferencing systems. 
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