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Abstract 

The dependence of structural physical systems including Supervisory Control and Data 
Acquisition (SCADA) systems on AI technology is growing rapidly. The mandate of AI to 

achieve efficient and effective industrial supervisory systems is clear; however, threats resulting 

from both internal malfunctions and external cyber sabotage have become of crucial concern to 

SCADA systems that depend on AI. AI defence mechanisms are often installed within system 

architecture and through other external sources. Careful balancing of defence mechanisms to 

counter attacks and overcome systems vulnerabilities remain critical to the very protection of 

public lives which have become progressively reliant on these physical systems. In these 

developments, the passive role of human governance of technology systems cannot be wholly 

exempted. This paper employe the action research strategy with primary focus on two SCADA 
control rooms in the Emirate of Abu Dhabi. These control rooms handle over 60% of all non-law 

enforcement physical and infrastructural systems monitoring across the Emirate of Abu Dhabi. 

Operational AI integrated SCADA Systems are diagnosed with the help of document analysis and 

informal interviews. Action planning entails careful matrix modelling of possible courses of 

actions that balances AI defence and attacks in the SCADA environment. The implementation, 

evaluation, and specification of learnings are reserved for the second part of the present paper. 

The results of the first two stages of the action research are critically discussed to reveal evidence 

on how AI is operationalized in SCADA monitoring, data collection, and control centring. 
 

Index Terms—SCADA, public safety, Artificial intelligence, cybersabotage, cyber defence 
 

 

I. INTRODUCTION (HEADING 1) 

Governments put their citizens first in all matters of 

national security, and public safety has been considered the 

basis for the prosperity and continuity of global socio- 
economic systems [1]. However, public safety remains 

complex with a vast number of interactive systems covering 

potential risks to both human and infrastructure [1] to social 

risks, the risk from technological developments (technical 

risk) and other natural risks [2][3][4]. Due to the complexity 

of public safety management systems, dependencies, tasks 

and environmental adaptations, it is not new that researchers 

have resorted to the complexity theory to permit systemic 

interpretation and evaluation modelling of public safety 

systems [4]. 

 

The overly complicated scope of public safety 
management systems accounts in part for the adoption of 

e-governance systems and Smart Cities to ensure efficient 

sharing of information, delivery of public service, and 

effective public sector governance [4][5]. In these related 

developments, the Supervisory Control and Data 

Acquisition (SCADA) Systems is one aspect Smart Cities 

with a high presence in industrial systems automation 
within an increasingly digitised public service 

delivery[5][6]).According to Ref [5]: 

 

“SCADA system is a computer-based process control 

system used by a nation’s infrastructure utility systems, 

that permits control and monitoring gathering field 
data from sensors and instruments located at remote 

sites, transmitting and displaying these data at a 

central site, and enabling engineers to send control 

commands to the field instruments”. 

 

These systems help control industrial machinery in 

charge of water supply, electric power generation and 

distribution, mass transportation, and oil and gas 

production and distribution systems [5]. Control 

commands are sent to field instruments through 

information communication technology (ICT), usually 
web-based systems that operate over the internet [5]. 

Using these systems, a technician can control the traffic 

signals, water and gas pumps among other industrial 

valves from a distant location. With growing significance 

in today’s national economies, the global SCADA 

market is estimated to reach 40.18 billion United States 

Dollars by 2024 [7]. 

 

Artificial intelligence (AI) and robotic process 

automation (RPA) have helped expand the functionalities 
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of SCADA systems to improve their overall capabilities 

[8]. This leads to what Ref [9] terms ―intelligent SCADA 

systems‖. Industrial systems are becoming larger and 

complex, and AI is considered the best tool to conduct 

supervisor and control tasks efficiently and effectively by 

learning patterns, recognising anomalies and mimicking 

human response to events with little to no interference. By 

incorporating AI and RPA expert systems with high 

operational capabilities, industrial plants are able to make 
up for personnel shortage, identify flaws, fix these flaws, 

manage information overload and manage plant interface, 

all in a combined interrelated attempt through would 

easily elude humans. 

 

As AI gains relevance in utilities, transportation, oil & 

gas and other critical infrastructure, threats targeted at AI 

renders these sectors vulnerable, and public safety is 
threatened [6][7]. Several global incidents are evidence of 

the threat to SCADA systems with detrimental effects on 

humans and infrastructure using AI-based attacks [10]. 

External AI threat level corresponds with the degree of 

unauthorised access. Most critical to external threat is the 

access points which depicts the time and duration where the 

client of the industrial system offers the SCADA operations 

room grant access to undertake emergency corrective 

measures [9]. Access to SCADA control room access point 

or portal holds the possibility of the highest amount of 

damage attackers can cause to any SCADA system. As such, 
deciding how much control to allocate to the AI over the 

SCADA is critical, since this may help save lives or offer 

attackers an opportunity to create maximum damage. 

 

In the quest to understand how AI is operationalized 

amid existing threats and defences, evaluation models have 
focused categorically on one or a narrow aspect of security 

analysis, attack simulation, preventive systems, or post-

damage evaluation [11][12][13][14][15]. These evaluation 

models are predominantly fragmented and tackle the 

individual elements of the cybersecurity environment. Very 

little has been done to capture AI threat and operational 

capabilities in a manner that captures embedded risks and 

benefits of the technology systems. This paper aims to 

propose an evaluation model for the analysis of AI-based 

SCADA systems that map attack against defence 

mechanisms to ensure public safety. 

II. UAE SMART GOVERNMENT AGENDA AND 

INCREASED ADOPTION OF AI BY THE UAE 

GOVERNMENT 

In the UAE, the government is committed to the 

installation of smart government system for key operations 

[16]. This effort is to ensure that the entire government 

operating systems is intelligent-based and automated for 
optimum efficiency. Currently, a number of AI systems run 

key utility SCADA systems in the areas of electricity and 

water supply and transportation systems. SCADA has also 

become rather popular in oil and gas facilities, and the 

government aspires to expand into other sectors to reduce 

cost and improve overall government efficiency [17]. 

Ultimately, the scope of AI application is poised to increase, 

making more government infrastructural systems free from 

human intervention. 

In related developments, the government believes that 
the backbone of business growth and effective service 

delivery is AI. The UAE Strategy for Artificial intelligence 

launched in 2017 is the first of its kind within the region, 

with key objectives integral to the UAE Centennial 2071 

[18]. Through this strategy, the government aspires to 

improve performance at all government levels and make the 

UAE a leader in the field of AI investment by creating 

markets with high economic value. The strategy mainly 

covers the application of AI to key sectors including the 
transportation, healthcare, space, renewable energy, water, 

technology, education, environment and traffic sectors. 

 

The UAE has made some important strides in 

cybersecurity and the development of developing 

integrated solutions for SCADA systems. Cassidian is one 

of the first technology companies to develop the SCADA 

protection solution that protects industrial control systems 

(ICS) from outside attacks for the UAE [19]. This 

solution, named Cymerius, ensures that SCADA systems 
are able to continue operations even in times of business 

interruptions including disasters. The system monitors 

both ICS and Business IT, with integration into a designed 

smartphone application. The AI integration permits 

encryption of phone calls and other interactions between 

business and SCADA control room operators to secure all 

access points [19]. 

 

In another application of AI to SCADA systems, the 

UAE plays an integral role in securing high level 

professional cyber defence services to audit security 

infrastructure architectures and implement control and 

operational centres with dedicated security supervision in 

SCADA and other technology systems [20]. Careful 

vulnerability and security assessment are conducted in all 

critical infrastructure and government facilities at various 

levels of violence whilst keeping in mind equal possibility 

of terrorism. Entities include public businesses in 

economic sensitive areas such as ADNOC, airports, 
seaports, water and power utilities, the nuclear plants 

being developed, energy sector, other oil and gas facilities 

among others [20]. 

 

As the role of AI in government and SCADA 

increases, such developments bring about new security 

challenges that require constant supervision to ensure that 

pertinent threats are mitigated and reduced [21]. For a 

country targeted by over 5% of the global cyber-attacks 
[22], the implementation of an appropriate evaluation 

model is essential for a UAE Smart Government system 

which seeks to be fully adopted by 2021 and will cover all 

scopes of government operations including SCADA 

systems in utility and sensitive economic sectors [23]. The 

present study is therefore of critical contribution of the 

UAE Government’s agenda to remain the top of AI and 

technology exploitation within the region and on the 

global terrain. 

III. LITERATURE REVIEW 
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A. Theoretical Frameworks of AI and Public Safety Systems 

Large scale disagreements surround the underlying 

concepts and theoretical underpinnings of artificial 

intelligence evaluation models. Theorists simply assume 

their own way of evaluation which fits the context of their 
enquiry. This has inadvertently led to the creation of 

multiple conceptual foundations based on psychology, 

neurobiology, engineering, logic and optimisation, and the 

theory of complexity [24][25]. The complex adaptive 

systems [26][27], the philosophy and theory of artificial 

intelligence [28], a grand unified theory of AI [29], and a 

decision theory of AI [30], are some of the few theoretical 

per relevant to explaining the relationship between AI and 

public safety. 

 

The complex adaptive systems theory is considered 

most critical to the present paper, building on the theory 

of complexity [26][27]. This theory helps explain both the 

complexity associated with AI replication of human 

neural networks and the complexities associated with 

public safety within integrated societies. Ref [31] asserts 

that AI was originally introduced to address the complex 

scenarios and delivery of skills encountered in the 

management of work activities. AI modulators help 

address complex systems in the shorted possible time with 
little to no human intervention. 

 

In the area of public safety management, Ref [32] 

observes that public safety is a rather complex phenomenon. 

Public safety exists within the larger social scope and risk to 

the public must be seen from multiple perspectives of people 

(social risks), technological development (technical risks) 

and environmental risks (natural disasters and hazards) [33]. 

Moreover, [32]: 

―The high number, and variety, of units involved in the 

systems, intelligent agents, constant solving, and 

search [43]. 

 All these systems have their strengths and 
weaknesses in specific contexts. External defence 

systems include but not limited to service provider 

security solutions including network firewall 
protection against external attackers. This includes 

the system-wide security network adopted in the 

UAE [20]. 

D. AI-based Attack-Defense Matrix 

With little to no human intervention, an evaluation 

matrix of an AI-based cyber-attack and defence model is 

presented in Table 1.0. 

 
TABLE I. A HOLISTIC PERSPECTIVE OF AI-BASED CYBERSECURITY 

 

 

AI in Cyber Defenseexecution of actions, the level of interactions 

occurring between elements, interdependencies produced by 
linking certain tasks, and adaptation to the environment 

underlying learning... adds to the complexity of public safety 
management systems.” 

 
It is imperative to note that public safety and AI systems 

interrelate with other systems and with their surroundings 

[34]. 

B. Internal AI malfunction threat and external cybersabotage 
 

AI in Cyber attacks 
External (Cyber- defense) 

 

Internal (Architectural Defense) 

Ref [35] in a multi-dimensional threat classification of 
AIindicate that AI threat has both internal and external 

threat perspectives. Each of these threat classification 

models has both accidental and planned threat intents. 
Internal threat intents represent threats that are 

introduced without external actors. These include AI 

system self-alterations resulting from data corruption 

and accidental modifications. Two examples in this area 
include ―Tay‖ — a Microsoft Twitter bot that went 

racist within 24 hours after being unleashed onto Twitter 

[36], and the Deep Learning Interface for Accounting 
(Delia), an AI accounting bot that automatically created 

bank account and siphoned customer’s monies into 

these accounts [37]. 
 

From an external attack perspective, threat is as a result 

of AI-based harmful actions launched by parties external to 

the SCADA systems [35]. Evidence exists on permanent 

and temporary AI-based cyber troops in over 100 
governments globally [38]. The remote infrastructure attacks 

on Estonia and Ukraine power lines are evidence of state-

backed actors’ attempts to seize control SCADA, remotely 

switch off power stations, destroy important files stored on 

servers, disable and cause destruction of IT infrastructure 

components by altering gauges, among others [39][40][41]. 

To uncover flaws, external actors use AI-Agents in a 

concurrent manner; Estonia and Ukraine saw intelligent 

malware such as the BlackEnergy and the KillDisk evident 

throughout the attacks [42]. 

C. Internal AI architectural defence and external defence 

systems 

The AI-based cyber-security landscape has key defence 

blocks within the architectural, passive and active defence 

scopes [40]. The technology system architecture remains at 
the core of the AI defence framework – this constitutes the 

planning, establishing and upkeep of technology systems 

with security in mind [40]. According to Ref [43], internal 

or architectural system AI-defense range from neural nets, 

expert This matrix does not consider human intervention 

and completely relies on the installed efficiencies of AI. 

Humans are relevant mediators of the effectiveness of 

technology systems. With AI in charge, humans are 

regressed to a monitoring or governance position. AI and 

automation nearly are increasingly offered control over 

industrial systems operationalization and emergencies. 
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IV. METHODOLOGY 

Action Research was used as the overall research 

strategy for the present paper (Fig.1) as originally 

proposed by [44]. This paper covers the first two stages of 

action research and reserves the three stages for future 

research. on a consolidation of all relevant literature 

presented. 

 
FIGURE 1. ACTION RESEARCH PROCESS 

 

 

Two (2) main SCADA Control Rooms are considered 

central to this paper. These SCADA control rooms handle 

a good amount of physical and infrastructural systems 

installed across the Emirate of Abu Dhabi. The results 

commence with a careful diagnosis of existing systems 
from the client and control room perspective, mainly 

within the help of document analysis and informal 

interviews. Action Planning entails careful matrix 

modelling of possible courses of actions that balances AI 

defence and attacks in the SCADA environment. In Part 

Two of the paper, the SCADA Control Rooms are 

carefully observed and evaluated using this model. 

Specific learnings are then presented. 

V. RESULTS AND DISCUSSIONS 

 

A. Diagnosis – Document Analysis and Interviews 

The study commenced with a document analysis of 

SCADA security protocols and memorandums between the 
SCADA control room operators and the clients. The 

documents provide key criteria for systems security 

monitoring, maintenance, and protocol in emergency 

situations. Both system and humans’ aspects of the SCADA 

security systems are clearly specified. These cover all areas 

of system configuration, staff awareness, training and 

general security measures including authentication bypass 

vulnerabilities. 

 

A total of three (3) informal interviews were conducted 

as part of the present study. Two interviews were conducted 
with selected specialised employees with the SCADA 

control rooms, whist the last interview was conducted with a 

client representative. Insights revealed that awareness of 

security breaches and attack approaches used by external 

actors is critical to present outsiders from gaining inside 

access to the systems. Phishing and sending out malicious 

codes and links to the email addresses of the SCADA 

control room employees is a typical external attack point. To 

control internal malfunctions, AI must not be offered 

excessive control over SCADA systems, and human 

monitoring is critical. 

 

Understanding policy requirements through frequent 

security quizzes are critical to keeping the specialised and 

other staff become abreast with the latest industry threats 

and developments. It is also important that security 

performance metrics are maintained in the form of KPIs. 

The KPIs include both system and human performances. 

Regarding the system, false positives must be reduced to the 
barest minimum in optimal performance. According to one 

respondent: 

 

“If an oil pipeline goes under or around an airport, the 
AI system must be able to differentiate between an 

earthquake and the landing of an aeroplane. Raising 

emergency termination of utility service due to a wrong 

stimulus has dire consequences and cost effects. 

This observation or scenario counts as an accidental 
threat to the installed systems emanating from an inside 

source or a system malfunction. In one other elaboration: 

“Attackers try to gain access through the control 
portal... this helps them send wrong signals, change 

valve readings and send misinterpretation of field events 

to the system  and those conducting the monitoring. 

 

Public safety is paramount to the operations of the  

SCADA and the client needs. Participants referred to 

historic events of oil & gas pipeline explosions due to 

the lack of proper interpretation in monitoring and security 

protocol considerations. Most importantly, these flaws have 

had severe consequences on public life. The use of high-tech 

sensors cannot always be trusted as evidence exist that most 

leaks go un-noticed despite high-tech AI monitors. 

B. Action Planning – Evaluation Matrix 

At this stage of the research, the evaluation matrix was 

prepared using relevant cues gathered from the earlier 

diagnosis. The matrix consists of dual perspectives of 

attack and status and an outcome of public safety. Both 

attack and defence security status take on three main 
security mechanisms of an internal, external and human 

governance role. A suitable mechanism is generated to 

define each status – whether attack or defence. It is 

imperative that critical defence mechanisms are active to 

counterattack nodes, to guarantee public safety. Within 

each mechanism, system and staff roles are specified. 

Various definition leading to the model are presented. 

 

Definition 1: 

𝑃 is an AI-based security scope enhancing or 
degrading public safety. Two main scopes are considered 

in a mix that affects public safety, where: 

: All attack scenarios that define a scope relevant to 
public safety 

: All defence scenarios that defines a scope relevant 
to public safety 

 

Action Taking Evaluating 

Action 

Planning 

SCADA 
Systems 

Infrastructure 

Specifying 

Learning 

Diagnosing 
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Definition 2: 

𝑀 is the security mechanism used to define any 
aspect of the security scope. In principle, there may be 

more than one mechanism to effectively define an attack 

or defence scope. Therefore, a 𝑃1 can be addressed by a 

list of mechanisms 𝑀1, 𝑀2… 𝑀𝛽), where   is  the  

maximum number of security mechanisms supported 
within a scope. The following are presented: 

: Mechanisms Internal to the SCADA system 
within any defined scope 

: Mechanisms External to the SCADA system 
within a defined scope. 

: Human governance role within a defined scope; a 
critical mediator of attack and public safety 

Definition 3: 

𝑆 is the system or staff responsible for addressing 

a security mechanism 𝑀 within a defined scope 𝑃. The 

responsible party can be categorized into at least two 

types: 
a. Security Team – this is labelled as 𝑆sec, and 

represent staff specialised in IT of the SCADA 
Control room management and Client Portal 
Security. Considering the following 

Ssec1: Control room supervisor – full access 

control Ssec2: Control room assistant – partial 

control 

Ssec3: Client company infrastructure supervisor 

b. System – System operating mode, labelled as 𝑆sys, 
including internal and external system behaviour. 

Ssys1: Internal AI system integration 

Ssys2: Internal Robot Process Automation (RPA) 

systems Ssys3: External AI system 

Multiple security systems and teams may be responsible 

for different aspects of the mechanism; therefore, 𝑆sec = 

𝑆sec1, 

𝑆sec2, …,secmax, an indication of all security team members in 

the Control Room and the Client organization responsible 

for the security mechanisms. Likewise, more than one  
system may be in charge of operationalizing any security 

mechanism; therefore, 𝑆sys = 𝑆sys1, 𝑆sys2, ,sysmax, an indication 

of all security systems responsible for all security 
mechanisms. 

 

All security team members (Ssec) and systems (Ssys) have 

an unlimited number of specific functions. Let each function 
be represented by a, b, c, d…. z where z represents the last 

most important function necessary for the security 

mechanisms and performed by the system or the security 

team. 

Definition 4: 

Considering two scopes necessary to define any 

public safety outcome, the three security mechanisms 

handled either by the system or the security team. The state 

of public safety for any SCADA system is, therefore, a 

combination of specific functions addressing all security 

mechanisms required by every scope necessary for the 

achievement of public safety: 

 
Building on this model, the total amount of Scope- 

Mechanisms that can be mapped onto appropriate roles. 

Three main attack sequences may be established; the first 

two sequences of internal and external security mechanisms 

are handled only by the system. Humans can mediate attacks 
but do not stand a chance as defence agents alone. All attack 

scope-mechanism combination is therefore presented as 

follows: 
 

 
 
 

All defence Scope-Mechanisms scenarios are presented 
below. 

 
 

Human intervention only takes the form of attack 

mediation and does not play an active role in defence, since 

human defence against AI can only be at least not until an 

attack has been recorded or suspicion registered. Given 

these scope-mechanisms scenarios, a brief example of the 

AI evaluation matrix is presented in the next section to help 

understand key components oof this observation. 

A. An Example 

Assuming 3 main attack functions are relevant to  

 and these functions include system resilience to 

false positives, human controllability, and resilience to 
malfunctions. The level provided for each of these 

functions is only 2 (yes/no). The state of each of the three 

system modes for all three functions will be presented as 

follows: 
<P1M1> Attack-Internal Resilience 

System 
ID 

Resilience to False 
positives (a) 

Human 
controllability (b) 

Resilience to 
malfunctions (c) 

Ssys1 Y Y Y 

Ssys2 N Y Y 

Ssysall N Y Y 

<P1M1> is No if any single system function is No. The 

system works together, and a single vulnerability in an 

installed component grants access to attackers. 

 

For <P1M2>, all external attacks are measured. The 

three most important functions here include authentication 
bypass, brute force vulnerability and malware 

vulnerability. The scope-mechanism for these functions 

are presented:: 
<P1M2> Attack-External Resilience 

System 
ID 

Authentication 
bypass vul. (a) 

Brute Force vul. 
(b) 

Malware vul. 
(c) 

Ssys1 Y Y Y 



 

March - April 2020 

ISSN: 0193-4120 Page No. 931 - 937 

 

 

936 Published by: The Mattingley Publishing Co., Inc. 

Ssys2 Y Y N 

Ssysall Y Y N 

<P1M2> is No if any single system functions is weak 

to external attacks. 
 

For <P1M3>, the role of humans is brought into 

perspective. For humans, the three most important 
functions include threat awareness, threat training, and IT 
self-efficacy. For the third mechanism for the attack 

scope, the following is established: 
<P1M3> Attack- Resilience – the role of humans 

System ID Awareness (a) Training (b) Tech Efficacy (c) 

Ssec1 Y Y Y 

Ssec2 Y Y N 

Ssec3 Y N N 

Ssecall Y N N 

 

The overall attack scenario is presented as follows: 
 <P1M3> <P1M3> <P1M3> 

a N Y Y 

b Y Y N 

c Y N N 

 

For the defence scope, two other combinations are 
required. The first of these is defence scope and internal 
mechanism combination <P1M2>. We can generate the 

defence-internal matrix using the top three functions of 
neural nets, learning and search. 

<P2M1> Defence – internal 

System ID Neural Nets (a) Learning (b) Search (c) 

Ssys1 N Y Y 

Ssys2 Y N Y 

Ssysall N N Y 

The external defence matrix can also be generated 

using the following: 

Overall defense matrix is given as follows: 
 <P2M1>, <P2M2>, 

a N N 

b N Y 

c Y Y 

Given the attack and defence scenarios, the final 

matrix is given as: 
 

   
 Ext Int Hum P1 Ext Int P2 Public Safety 

a N Y Y 40% N N 0% 40% 

b Y Y N 40% N Y 20% 60% 
c Y N N 20% Y Y 40% 60% 

 
C. Discussion and Conclusion on AI-SCADA, Human 

Technology Governance, and Public Safety 

The mandate of AI in SCADA is clear; this technology 

is focused on system monitoring, data collection, and 

control centring. These functions help monitor traditional 

technology systems and RPA expert systems in the bid to 

collect data, learn from events, study patterns, and take 
control measures necessary. In the area off utility SCADA 

systems, separate pools of evidence support system attack 

vulnerability analysis [45][46], the development of 

countermeasures for defence [47][48], and consequent 

analysis including public safety [49]. The present paper 

captures all three phases in a singular matrix and can be 

used for real-world cases public safety evaluation. 

The vulnerability of SCADA systems is directly linked 
to public safety as the public become increasingly dependent 

on infrastructural systems. The matrix can be applied to 

existing SCADA systems to measure the degree to which 

top security functions are vulnerable or threaten overall 

public safety. After applying the evaluation model, key 

learning may be established. 
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