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Abstract 

Every business wants to be competitive in the market. Similar situation can observe in the 

housing business. This study aims to design a statistical model to estimate the price of a 

house by obtaining a dataset. The proposed model will be evaluated by incorporating 

various factors which will be proved beneficial for the housing industry in the coming 

future as well. If a buyer is informed with the characteristics of any home in terms of the 

total allocated area, making a decision for buying is still lot confusing. This process of 

buying certainly needs an efficient statistical approach to estimate the reasonable price of a 

house while integrating some of the crucial factors about it. 
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1. Introduction  

In this age of digital universe shopping for any 

necessity has become very competitive. Every 

business wants to be competitive in the market. 

Similar situation can observe in the housing 

business. Purchasing of a house for an individual is 

a crucial task and no one wants to drain their money 

while making such decision. As majority of the 

people does not get a second chance in their lifetime 

to but more than one house. From this observation it 

is very easy to understand the significance of the 

decision which involves the purchasing of a house. 

Therefore, this study aims to design a statistical 

model to estimate the price of a house by obtaining 

a dataset. The selling price will be addressed by 

employing a couple of statistical models which will 

provide some assistance in the decision-making 

process for any purchaser. The proposed model will 

be evaluated by incorporating various factors which 

will be proved beneficial for the housing industry in 

the coming future as well.  

 

2. Housing Price Estimation 

Housing is one of the biggest industries across the 

world and for an individual buying a house in not as 

simple as it seems. It is very difficult to estimate or 

understand a house price even in a particular 

neighbourhood. If a buyer is informed with the 

characteristics of any home in terms of the total 

allocated area, making a decision for buying is still 

lot confusing. This process of buying certainly 

needs an efficient statistical approach to estimate 

the reasonable price of a house while integrating 
some of the crucial factors about it. 

Following are the proposed objectives of this 

research study. 

 To develop a regression model which can 

estimate the selling price of a house. 

 To identify the significant attributes by 
developing the proposed model. 

Following figure 1 is showing the proposed 

hypothesis for this study. 
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Figure 1: Proposed Hypothesis 

Experimentation and Analysis 

This section of the study will elaborate the 

regression model development for the estimation of 

the sale price of houses while elaborating each of 

the step which was involved in this process.  

Dataset 

The first phase of this model development was the 

collection of the data and for that purpose, a dataset 

comprised upon various features was obtained from 

Kaggle data repository. The obtained dataset fulfils 

the required conditions of having at least seven 

matric independent and one matric dependent 

variable. The following figure 2 is representing the 
structure of the described dataset. 

 

Figure 2: Obtained Dataset 

Moving forward, it can be observed in figure 3 that 

the obtained dataset was comprised upon 149 
observations. 

 

Figure 3: Number of Observations in the Dataset 

The next figure 4 is representing the first ten head 

rows of the obtained dataset. It can be clearly 

observed that all the attributes are of the matric data 
type. 

 

Figure 4: Head Rows of the Dataset 

Stepwise Multiple Linear Regression Model 

Development 

This modelling process is comprised upon stepwise 

selection of independent variables for a multiple 

linear regression process using SAS. The first step 

of this stepwise MLR process can be observed in 

figure 5 where the first independent variable will be 

incorporated in the model because of its 

significance and correlation to the dependent 

variable. The first independent variable which 

entered in the model was “Living Area”. 

 

Figure 5: Stepwise Selection - Step 1 
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The second step can be observed in figure 6 where 

the second independent variable will be 

incorporated in the model because of its 

significance and correlation to the dependent 

variable. The second independent variable which 
entered in the model was “Garage”. 

 

Figure  6: Stepwise Selection - Step 2 

The third step can be observed in figure 7 where the 

third independent variable will be incorporated in 

the model because of its significance and 

correlation to the dependent variable. The third 

independent variable which entered in the model 
was “Built Year”. 

 

Figure 7: Stepwise Selection - Step 3 

The fourth step can be observed in figure 8 where 

the fourth independent variable will be incorporated 

in the model because of its significance and 

correlation to the dependent variable. The fourth 

independent variable which entered in the model 

was “Basement”. 

 

Figure 8: Stepwise Selection - Step 4 

The fifth step can be observed in figure 9 where the 

fifth independent variable will be incorporated in 

the model because of its significance and 

correlation to the dependent variable. The fifth 

independent variable which entered in the model 
was “Lot”. 

 

Figure 9: Stepwise Selection - Step 5 

Interpretation of MLR Model 

The following figure 10 is showing the obtained 

parameters of stepwise MLR model in which total 
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of five independent variables were selected and the 

total of 75.23% of variance were explained by this 

model for the dependent variable as the value of R-
Square is 0.7523. 

 

Figure 10: MLR Model Results 

Assessment of MLR Model Assumptions 

As there are four assumptions linearity, normality, 

homoscedasticity and multicollinearity for any 

MLR model and each of those assumptions are 

elaborated in the subsequent study. 

Linearity 

The following figure 11 is showing the residual 

plots for each of the significant independent 

variable. As it can be observed that a couple of the 

plots are showing a linearity while the rest of the 

attributes have a nonlinear relation.  

 

Figure 11: Linearity Assumption 

Normality 

For the developed model, normality assumption was 

assessed, and four different tests were performed. 

From figure 12 it can be seen that the model is 

fulfilling the assumption of the normality 

successfully. 

 

Figure 12: Normality Assumption 

Moreover, the normality assumption can also be 

evaluated by the Q-Q normality plot which has been 

showed in the mentioned below figure 13. 

 

Figure 13: Normality Curve 

Homoscedasticity 

For the of the homoscedasticity assumption 

assessment following scatter plot between residual 

and predicted values were obtained and it can be 

observed in figure 14. From this plot it can be seen 

that most of the behavior of the model was 

homoscedasticity while there is a presence of some 
outliers in the obtained data.  
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Figure 14: Homoscedasticity Assessment 

Multicollinearity 

The multicollinearity assumption can be assessed 

from the variance inflation parameter. All those 

attributes will be non-multicollinear which have the 

value of more than 5 for the variance inflation 

parameter and all this can be observed from figure 
15. 

 

Figure 15: Multicollinearity Assumption 

Model Significance 

The following section of the study will elaborate 

whether the developed MLR model is significant or 

adequate while elaborating the obtained parameters 
mentioned in figure 16. 

 

Figure 16: Model Assessment 

The first permanent which can be used to determine 

the significance of the developed MLR model is the 

p-value. If that p-value is equal to 0.05 then the 

model is considered as significance. Therefore, this 

model will be considered as significant as 

mentioned in figure 16 the p-value is <0.0001. 

While the other parameter which is R-Square 

represents the amount of variance explained by the 

incorporated independent variables in the model 

which is in this case is about 75.9 percent which 

also enforces the significance of this model.  

Hypothesis Testing 

In this section of the study, the proposed hypothesis 

will be tested on the basis of their significance to 

the model and dependent variable selling price of 
the house.  

 H1: The first hypothesis will be rejected as 

the lot area does affect the sale price of the 

house. 

 H2: The second hypothesis will be rejected 

as the basement area does affect the sale 

price of the house. 

 H3: The third hypothesis will be rejected as 

the built year does affect the house sale price 

 H4: The 4th hypothesis will be rejected as 

the garage area does affect the the house sale 

price 

  H5: The 5th hypothesis will be rejected as 

the living area does affect the house sale 
price’ 

3. Factor analysis  

Purpose of Factor Analysis 

The most appropriate and substantial method to 

reduce the dimensionality of a dataset or a problem 

is achieved by the employment of factor analysis. 

By reviewing the correlation among various 

attributes, some comprehensive factors are formed 

by combining them. Therefore, various number of 

variables will be grouped into some factors which 

are explaining the same variance of the targeted 

variable.  
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Exclusion of Non-matric Independent Variables 

from Factor Analysis 

The factor analysis basic functionality is to 

calculate the correlation of independent variables 

with each other and then grouping them in a same 

factor which is only possible if the variable is 

matric as for non-matric variables correlation 

calculation is not possible.  

Performing Factor Analysis 

 The following section of the study is illustrating the 

results of the factor analysis. Figure 17 is 

representing the eigenvalues for all the attributes. 

The cutoff eigenvalue is set to the default value of 

1.   

 

Figure. 17: Eigenvalues 

Moreover, the next figure 2 is representing the 

factor pattern, variance explained by each factor and 

final communality estimates of the factor analysis. 

We can observe in figure 18 that there are two 

factors formed by the factor analysis on the 

provided dataset. The variance explained by the first 
factor is 5.22 while 1.77 by the second factor.  

 

 

 

Figure. 18: Factor Pattern and Explained Variance 

Grouping in Factor Analysis 

The following figure 19 shows the orthogonal 

transformation matrix, the result of the employment 

of the grouping of the factor. As the eigenvalue is 

set 1 as default, the rotation method known as 

VERIMAX was applied to achieve the rotated 
matrix. 

 

Figure. 19: Rotation Method Employment 

4. Eigenvalue of the Obtained Factors 

Calculation of Eigenvalue 

The first two factors` eigenvalue has been 
calculated as below. 

Factor 1: (-0.17086
2)

 + (0.71696
2
) + (-0.74708

2
) + 

(0.51698
2
) + (0.90021

2
) + (0.90430

2
) + (0.77133

2
) 

+ (0.86772
2
) + (0.83434

2
) = 5.2282431   

5.2282/100 = 0.52282 = 52.28%. This means each 

factor in group 1 have 52.28% of information can 
explain the factor 1. 

Factor 2: (0.83534
2
) + (0.26032

2
) + (0.030183

2
) + 

(-0.48132
2
) + (-0.05463

2
) + (0.10750

2
) + (0.05598

2
) 

+ (0.09855
2
) + (0.24912

2
) = 1.1777748 

1.1777748/100 = 11.77%. This means each factor in 

group 2 have 11.77% of information can explain the 
factor 2. 

Total amount of factor 1 and factor 2 :( 

5.2282+1.1777) = 6.4059 
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Interpretation of Eigenvalue 

Based on calculate the eigenvalue for the first 2 

factors. It is indicating the relative important for 

first factor in secretarial for variance associated 

which is 5.2282 with the variables set. The 

important for second factor in accounting for 

variance associated which is 1.1777 with the set of 

variables. The factor one accounting for the most 

variance. Compare to the factor 2. Factor 2 is 

slightly less than factor 1. The sum of factor one 

and factor two is 6.4059, it indicates the total of two 

eigenvalues. by the factor solution it is represent the 
total amount of variance extracted. 

5. Factorability, Factor Cross-Loading and its 

Resolution 

a. Factorability of the Dataset 

To testing factorability of dataset can improved 

prior to factor analysis have many methods. The 

one use for this dataset is that to use Bartlett’s and 

KMO table. Usually if the KMO more than 0.6, 

means the factor analysis of the dataset can accept 

and adopt to do factor analysis. Besides that, from 

correlation matrix also can testing the factorability. 

If the overall factorability as well as measure of 

sampling adequacy is more than 0.5, which means 

is the factorable between the variables which is 

existence correlation among variables if less than 

0.5, means there are not factorable between variable 
which means no correlation among variables. 

b. Factor Cross-Loading 

Cross loading occurs when an attribute appears in 

more than one factor with a similar amount of 

correlation. In this study, no factor cross loading 

appears in the factor analysis. 

c. Solution for Factor Cross-Loading 

The most fundamental method to avoid factor cross 

loading is by the implementation of the rotation 

method. Cross loading can also be avoided by 
removing such factors as well. 

6. Conclusion and Recommendation 

It is observed from this stepwise MLR model 

development that the obtained results are very much 

satisfactory. By the employment of the stepwise 

selection process of the attributes, it was found that 

five of the independent variables were significant to 

the and that made five of the hypotheses rejected in 

this study. Furthermore, the model assumption was 

also performed where all of the four assumptions 

which were linearity, normality, homoscedasticity 

and multi collinearity were assessed. In terms of the 

recommendation, the obtained data was just 

comprised upon 150 observations and only 9 

attributes. For more comprehensive study on the 

housing prices assessment, larger sample size is 
required with various other attributes as well.  
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