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Abstract 

Microarray technology and computational methods have enabled researchers to obtain 

significant amount of gene expression data for lung cancer, which have allowed them 

to select genes that are specific to particular types of lung cancer. In this paper, a 

relational matrix is proposed, which is used to find genes with high correlations, 

depending on the types of lung cancer by using microarray expression data. We 

perform machine learning on the genes discovered from the relational matrix by using 

the weighted neuro-fuzzy algorithm to accurately classify the types of lung cancer. In 

addition, some genes among the discovered genes were investigated in the relative 

pathways, and p-values were obtained to analyze the validity of those genes in the 

given pathways. The relational matrix is constructed by enumerating the number of 

meaningful relationships identified through observations of the changes in gene 

expression values between different types of lung cancer. The weighted neuro fuzzy 

algorithm uses a bounded sum function into which the three functions are combined 

during learning and classification. We obtained 405 type-dependent genes using the 

proposed relational matrix and classified 203 samples into five types of lung cancer by 

using those genes. We obtained a classification accuracy of 99.5% for all samples; the 

results of Leave One Out Cross Validation test showed an accuracy of 87.19%. 

Moreover, we obtained valid p-values from 12 pathways in KEGG. 
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1. INTRODUCTION 

Cancer diagnosis through morphological 

observation often results in misdiagnosis [1]. 

Cancer is a complex genetic disease involving 

many genes, proteins, and pathways. Therefore, 

using genetic information when diagnosing 

cancer or sub-classifying several types of cancer 

is an effective approach. Before the advent of 

microarray technology, research was focused on 

one protein or a small number of genes. 

However, because of advances in microarray 

technology, researchers were able to obtain vast 

amounts of gene expression data. Moreover, 

computational methods have enabled researchers 

to process large amounts of these genetic data.  

It is important to distinguish between cancerous 

and non-cancerous tumors using genetic 

information, but it is also important to judge the 

subtypes of a cancer upon occurrence, to 

facilitate personalized medicine. If genes that can 

classify cancer subtypes are discovered from tens 

of thousands of microarray gene data without 

noise, it will be very helpful for cancer therapy; 

however, finding the subsets corresponding to 
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the cancer types from a vast amount of gene 

information remains a challenging research topic.  

Globally, lung cancer is the leading cause of 

cancer-related mortalities. Lung cancer can be 

categorized into several sub-types. Different 

types of tumors are associated with different 

types of lung cancers; these different types of 

tumors may have different histological 

characteristics and clinical results, such as drug 

response [2]. The lung cancer subtypes are not 

easily distinguishable, and proper classification 

is a critical issue during pre-therapy [2].  

Over the past few decades, researchers have 

proposed many computational methods for 

processing, classifying, and analyzing very large 

amounts of microarray expression data. SVM 

[3], clustering [4], k-nn [5], and so on have been 

used for classification of the expression data, 

which are similar to statistical methods [1].  

In this paper, we use a combination of a statistical 

method and machine learning to improve 

classification accuracy. We discovered gene 

groups corresponding to lung cancer subtypes, 

and investigated those genes in several relative 

pathways. Then, we obtained p-values for those 

pathways. In addition, we classified lung cancer 

types using the obtained genes and evaluated 

them using the Leave One Out Cross 

Validation(LOOCV) method [6] using a 

weighted neuro fuzzy algorithm. In this study, we 

use the relational matrix as the statistical method 

for extracting genes that can be used to classify 

lung cancer subtypes. The relational matrix is 

constructed by enumerating the number of 

meaningful relationships identified through the 

observation of changes in the expression values 

of genes between lung cancer subtypes.  

A meaningful relationship indicates an identical 

trend or a reverse trend among genes. The 

meaningful relationship is calculated as a score 

and is stored in each element of the generated 

relational matrix. The relational matrix enables 

the discovery of groups of genes associated with 

lung cancer types on the basis of the relationship 

extraction method; such groups are used to 

classify lung cancer gene samples into subtypes 

through machine learning, by using the 

neuro-fuzzy algorithm. 

We discovered more than 400 genes that have 

strong relationships with their corresponding 

subtypes by investigating the matrix after 

constructing the proposed relational matrix. 

When the types of lung cancer were classified 

using the weighted neuro fuzzy algorithm based 

on those genes, accuracy was high. The 

classification results showed an accuracy of 

99.5% for five types of genes, and the accuracy of 

the LOOCV test was 87.19%.  

The remainder of this paper is organized as 

follows. We propose the relational matrix and the 

weighted neuro fuzzy algorithm in Section 2. The 

experimental results and our conclusions are 

presented in Section 3 and Section 4, 

respectively.  

2.  MATERIALS AND METHODS 

2.1 Samples 

In experiment, we used the 12,600-gene 

expression profile of 203 lung cancer samples. 

Among the 203 samples, 17 samples were 

non-cancerous, 139 were adenocarcinomas, 6 

were small cell lung cancer, 21 were squamous 

cell lung carcinomas, and 20 were pulmonary 

carcinoids. Only 3312 genes of 12,600 genes 

were used for learning [8], [9]; these genes are 

considered as the most valuable genes for this 

analysis [7]. Therefore, the size of the dataset 

was 3312 × 203.  

2.2 Relational Matrix 

The relational matrix is an R × R table, in which 

R indicates the number of genes, with relational 

information among genes. The types of lung 

cancer are added to the relational matrix as genes 

for the purpose of identifying the relationship 
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between the cancer type and the gene. Each 

element of the matrix is set to five digits, from 0 

to 4. The relational matrix (referred to as RM) is 

constructed as follows: 

Step 1. Preprocessing of gene expression values:  

All gene expression values are transformed from 

0 to 4. Table 1 shows the pseudo code for the 

transformation processing of gene expression 

values. The minimum expression value is 

subtracted from the maximum expression value 

in all samples of one gene, and then the result is 

divided by 5 in line 02. This indicates that the 

interval between values that a gene can have in 

all samples is separated by 5 in order. Here, 5 can 

be regarded as a heuristic. When a number 

smaller than 5 was used, a loss of information 

was observed. For a number greater than 5, the 

result was identical; however, the computational 

complexity increased.  

Table 1. Pseudo Code for Transformation 

Processing of Gene Expression Values 

 

From line 03 to 09, the interval that includes each 

sample value of one gene is searched. In 

accordance with the interval in which the 

expression value is included, an expression value 

is set from between 0 and 4. Table 2 shows an 

example of the transformed values. In table 2, the 

lung cancer type was added in the last column; 

therein, type is considered as a gene for 

identifying the relationship between types and 

genes in step 2 (the values in the type column use 

values between 0 to 4 for the five types of lung 

cancer). 

Table 2. The Example of Transformed Values 

 tg1 tg2 … tg3312 type 

s1 0 3 … 4 0 

s2 4 0 … 3 1 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

s203 2 1 … 2 4 

 

Step 2. Computing the relationship score 

between two genes: 

In the proposed matrix, the score of the 

relationship between two genes tgi and tgj is 

computed. The relationship score ri,j is 

calculated using Eqn. (1).  

 

where tgi and tgj are the transformed values of 

gene i and gene j, respectively. The tgi,n->m 

represents tgi,n – tgi,m and is indicative of the 

change between the nth and the mth sample 

values of tgi. The function f(tgi,n->m , 

tgj,n->m ) returns the value, which indicates the 

relationship between tgi and tgj. The function 

can be represented as Eqn. (2). If both tgi,n->m  

and tgj,n->m are positives or negatives, it is 

considered that tgi and tgj have an activator 

relationship because tgi and tgj are changed in a 

manner that is similar to the trend between the 

nth sample and the mth sample, and the function 

returns 1. If only one of tgi,n->m and tgj,n->m 

are positive or negative, it is considered that tgi 

and tgj have a repressor relationship because as 

reverse change trend, and the function returns -1. 

Empirically, it is considered that the change is 
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meaningful only when tgn->m is greater than 2 

or is equal to 2. 

 

For finding genes that change together in type 

change, Eqn. (3) and (4) are used. 

 

where typeA is the number of samples contained 

in any lung cancer type, and typeS is the number 

of all samples except typeA.  

In formula (2), 1 indicates an activator 

relationship, and -1 indicates a repressor 

relationship; however, 1 and -1 in Eqn. (4) are 

not indicative of such relationships. 

 

 

Table 3. The constructed relational matrix 

 tg1 tg2 … tg331

2 
t0 t1 t2 t3 t4 

tg1 r1,1 1500 … 400     rtype,i 

tg2 1500  … 20000    50000  

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

     

tg331

2 
400 1 … 30000      

t0          

t1          

t2          

t3  50000        

t4 rtype,i         

 

Step 3. Applying the threshold: 

After generating table 3 in step 2, a threshold is 

applied to each score of the matrix. If the value 

obtained by dividing the score by the maximum 

number that the score can have is smaller than the 

threshold, it is considered that the value is not 

valid and the value is replaced by 0. Otherwise, 

the value is replaced by 1. We empirically 

determined the threshold as 0.7 [23-26]. 

Step 4. Finding a strong relationship group: 

If the element of matrix,ri,j  was set to 1, two 

genes gi and gj interact with each other. For 

rtypes,j, it is same. We were able to identify the 

group of genes related to one type of lung cancer 

by scanning the relational matrix.  
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3. EXPERIMENTAL RESULTS 

We obtained genes with strong relationships 

corresponding to the lung cancer types from the 

relational matrix and obtained p-values in several 

pathways for those genes. In addition, we 

performed machine learning using the neuro 

fuzzy algorithm in order to classify the lung 

cancer types. We evaluated the classification 

results by using the LOOCV method.  

Table 4 shows the number of genes that can 

represent each lung cancer type. „Normal‟ 

indicates that it is not lung cancer. For example, 

when the normal samples were compared with 

the other samples, 74 genes showed significant 

changes. We did not find any genes for 

adenocarcinomas. This may be attributed to the 

very large number of samples, relative to the 

number of other types of samples. Nevertheless, 

a total of 405 genes were able to accurately 

distinguish the five types. We obtained an 

accuracy of 99.5% when both training and 

learning were performed for classifying the 

samples into the five types. Moreover, the 

accuracy of the LOOCV test was 87.19%.   

Table 4: The number of genes with high 

interactions according to the types of lung cancer 

Types of lung cancer 
The number of genes 

depending on types 

Adenocarcinomas 0 

Normal 74 

Small cell lung cancer 79 

Squamous cell lung 

carcinomas 
5 

Carcinoid 247 

 

We obtained valid p-values for three lung cancer 

types in the 12 pathways found in KEGG [10]. 

Table 5 shows the pathways and p-values. The 

genes included in Normal, Small Cell Lung 

Cancer, and Carcinoid types were discovered in 

pathways and the p-values were shown, as listed 

in table 5, for each pathway.  

 

Table 5: The number of genes with high interactions according to the types of lung cancer 

Lung 

cancer 

types 

Pathway Count % P-value 

normal 

  

Malaria 5 7 0.00017 

Cell adhesion 

molecules (CAMs) 

4 5.6 0.048 

small cell 

lung 

cancer 

Pathogenic 

Escherichia  

coli infection 

8 11.3 0.000000014 

 Gap junction 7 9.9 0.000011 

Cell cycle 7 9.9 0.00008 

Phagosome 7 9.9 0.00025 

DNA replication 4 5.6 0.0012 

carcinoid Synaptic vesicle 

cycle 

10 4.3 0.00000014 
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 Vibrio cholerae  

Infection 

8 3.4 0.0000064 

Oxidative 

phosphorylation 

11 4.7 0.000011 

Insulin secretion 8 3.4 0.00014 

Vasopressin-regula

ted 

water reabsorption 

6 2.6 0.0003 

 

4. CONCLUSION 

In this study, we classified the types of lung 

cancer with high accuracy through the proposed 

relational matrix. The relationships between lung 

cancer type and genes as well as the interaction 

among genes were identified using the relational 

matrix. In addition, p-values were obtained in 

some pathways. If the threshold and the number 

of intervals are changed, we conjecture that 

diverse relationships between lung cancer 

subtype and genes will be discovered.  

A wide variety of pathways related to the 

function of lung cancer are known, but a new and 

important pathway is emerging recently. Our 

study focused on finding genes or pathways that 

differentiate between lung cancer subtypes, 

rather than identifying specific pathways or genes 

for individual subtypes of lung cancer using the 

weighted neuro fuzzy algorithm. Thus, 405 genes 

or related pathways should be interpreted as the 

distinguishability of the subtypes in lung cancer. 

In the future, we will attempt to reduce the 

number of genes required for the classification of 

lung cancer types and to increase the p-values in 

the pathways. 
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