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Abstract 

The mostly occurring cancer in Indian women is breast cancer.Fifty percent of people who 

are suffering from this disease facing death due to lack of proper treatment. Cancer is a 

disease which causes due to the change in cells of the body and increase beyond normal 

growth and control. Breast cancer is one among the mostly occurring of cancer.Test has to 

be done to find out the reoccurrence of disease in already diagnosed people(Prognosis).It is 

highly required to raise the survival rate of patient suffering from breast cancer. With the 

helpof technologyand machine learning the cancer diagnosis and detection accuracy has 

improved.Rule based classification algorithm  plays a vital role in modern breast cancer 

diagnosis. A classifier is said to be good if it can acquire high accurate classification rules 

from historical diagnosis. Each diagnosis consists of a large amount of data, it is the aim to 

form minimal high accurate classification rules from the available past data. Generally, 

feature reduction techniques help to reduce classification rules. But the challenge is 

classification performance. 

 However, if we could able to obtain a technique of feature reduction giving high 

classification accuracy, it would help obtain minimal high accurate classification rules. 

Keywords: Machine learning, Prognosis, Big Data, Bioinformatics, breast cancer, 

classification Algorithms. 

 

I. INTRODUCTION 

In the field of medical, daily a huge amount of 

data has been generated,processing it and 

acquiring new knowledge from it  will improve 

the healthcare and medical services.  

However, it would overcome the price issues of 

opposing and alleviate diseases. 

Machine learning has widely used  in the field of 

computer science due to its effectiveness and 

accuracy, machine learning is a field where 

machine can learn by itself from its past 

experiences known as past data and extract data to 

carry out the task on upcoming data .machine 

learning can be done in  three ways :supervised, 

unsupervised and Reinforcement learning.Every 

unique type of learning has different machine 

learning techniques .The identity of data 

determine the type of machine learning technique 

has to be used to get required information. 

As per WHO the most powerful problems in the 

science research is breast cancer diagnosis. 

Number of reporting of diseases  are growing  

very high as per today‟s survey report. Womenare 

losing their lives due to breast cancer. So, it is 

necessary to forecast the breast cancer on early 

stages. 
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The aim of this paper is to detect the breast cancer  

using machine learning classifiers in term of 

Accuracy, precision  and recall. 

II. LITERATURE SURVEY 

The survey had done on the Breast cancer patients 

to calculate the frequency of disease spread over 

women.Breast cancer is verycommon disease in 

Indian women where enhanced  stages at 

detectionand mortality rates, makes it necessary to 

understand cancer in women. We conducted a 

literature survey to evoluate the awareness on 

breast cancer among women. 

 

Figure 1.Increasing incidence of BC in the age 

groups (30‟s & 40‟s) 

According to fig1, India has the highest BC  

diagnosed rate in the age of 30‟s & 40‟s. in the 

age of 50‟s and 60‟s , the BC affected incidence 

are low but deaths due to BC‟s are high, so 

performance enhancement should be required  on 

early breast cancer detection.Therefore, 

development in current techniques are needed to 

forecast breast cancer at early stage. 

A comparative three mostly used machine 

learning techniques where execute on Wisconsin 

Breast Cancer Dataset to forecast the breast cancer 

outbreak are. 

• Decision Tree 

• Support Vector Machine(SVM) 

• K-Nearest neighbor(K-NN) 

 

III. METHOD 

3.1 Decision Tree 

Decision Tree is a  Supervised Machine Learning 

algorithm  i.e, you have to teach  the system what 

the input is and what the related  output is in the 

training data  where the data is constantly break as 

claimed by  conditions applied. The tree  is  

represented by two features, namely decision 

nodes and leaves. The leaves are the decisions or 

the conditions  and the decision nodes are where 

the information breakers. There are two main 

types of Decision Trees: 

• Classification trees (Binary types) 

• Regression trees (Continuous  valuedata 

types) 

ENTROPY: 

Entropy(messy data or unordered data)also  

denoted by H(S) for a finite set S, it is  the 

measure of the quantity of uncertainty or 

randomness in data. 

Inherently, it explainthe predictability of a certain 

event.  

SI units of entropy is joules per Kelvin (J.k^-1) 

In SI base units:kg.m^2.s^-2.k^-1 

In particular, lower values gives very less 

uncertainity and vice versa 

INFORMATION GAIN: 

Information gain is nothing but the reduction in 

entropy after dataset got split .it is mostly used to 

build decision trees. selecting a variable and 

reduces the dataset for effective classification 

indicates high information gain with automatic 

reduction in entropy. 

It is calculated  by difference in entropy before 

and after transformation of dataset. 

The formula for Infirmation gain is: 
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IG(S,a) = H(S) – H(S | a ) 

Here IG is information Gain,H(s) is Entropy 

before dataset  got transformed  and H(S | a) is the 

conditional Entropy given the variable a for the 

reduction of dataset. 

3.2 Support Vector Machine 

Support Vector Machine  isa supervised machine 

learning which includes both classification and 

regression algorithms. But mostly preferred for 

classification . 

Support vector Machine separates two different 

classes by means of hyperplane . 

There are many chances for finding  different 

hyper planes but  SVM‟s challenge is to find 

optimistic one. A hyper plane is said to be 

optimistic  ifand .only if the distance between 

hyper plane  and  its support vectors is as far as 

possible. 

Based on the distance between new data to the 

hyper plane, SVM classifies the data to its related 

class. 

3.3 K-Nearest Neighbor 

K-nearest neighbor is a simple supervised learning 

algorithm which implements both classification 

and regressionalgorithms . 

The letter K in k-nearest neighbor indicates the 

number of nearest neighbors to the new data . 

This algorithm classifies the new data based on 

majority of  neighbor it has among two available 

classes.This two classes contains cancerous 

tumors and non-cancerous tumors.The distance 

between input and nearest neighbors can be found 

using Euclidian distance and manhattan distance. 

KNN is simple algorithm which stoes all available 

cases and classifies the new data or class based on 

similarity measures. 

Main objective of this  experiment is to increase  

the working production of machine learning 

techniques in terms of accuracy, precision, recall. 

• Precision: precision is the ratio between 

true positives and all corresponding positives of 

predicted data. 

Precision =          True Positives 

                   True Positives  + False Positives 

• Recall: recall is the ratio between true 

positives and total actual positives. 

Recall =              True Positives 

              True Positives +False Negatives 

• Accuracy: it is the ratio between true 

positives , true negatives  and All Samples 

 Accuracy=True Positives + True Negatives 

All Samples 

IV.CONCLUSION 

Breast cancer became very frequent among 

women. So ,the improvements in existing 

technologies must be needed to easy prediction of 

disease. 

Machine learning makes system to learn from its 

past experiences it makes an contribute to types 

early detection and prediction of cancer. 

Machine Learningmodels are still in the testing 

and experimental  phase for cancer prognoses. As 

datasets are getting larger and of higher quality .it 

is very necessary  to build increasingly accurate 

models. 
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