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Abstract: 

Picture reclamation plans to reestablish the photograph from the debased 

photograph. The photograph debasement is an immediate end result of expansion of 

commotion whilst image is catching. Explores proposed distinctive calculations to 

reestablish the photograph. In this paper the photograph is blanketed with Gaussian 

clamor of numerous commotion degrees. The contribution for the proposed 

framework is a debased photograph. The image is partitioned into covered patches 

and the similar instance patches are accumulated. These patches are set as particles 

inside the word reference. On the off hazard that the patches are taken into 

consideration over lapping kind the scale of phrase reference is more. The complete 

picture is prepared to a lexicon with each phase for an instance. For the 

reestablished photo restore of a window is searched for scarcely any first-class fixes 

of comparative instance in the lexicon. For reestablishing the image each close by 

and non-neighborhood sparsity is checked. The reclamation trouble is characterised 

with  regularization phrases, one is to find out nearby likeness and different time 

period is for non-community similitude. For illuminating regularization terms based 

photo reclamation trouble utilizing Split-Bregman calculation. The productivity of 

the calculation is testicles with feature pix like cameraman, Lena, Barbara, House 

and parrot. The commotion is considered is Gaussian clamor with numerous clamor 

ranges. The parameters are evaluated are suggest rectangular blunder, root suggest 

square mistake, PSNR and FSIM. The results are contrasted and commonplace 

strategies NCSR, TVMM and so on. 

Keywords:Image restoration, noise, sparse representation, patch, regularization 

term. 

 

I.  INTRODUCTION 

Image restoration is process of reconstructing the 

original image from the degraded image. The image 

is degraded because of presence of noise in the 

image while capture the image or due transmission. 

The noise is added because of sensor inadequacy, 

low brightness or errors during transmission. The 

noise present in an image may be additive or 

multiplicative type. As the type of noise and amount 

of noise induced in image is always an unknown, the 

problem of image restoration is a challenging for 

researchers [1 -4] to eliminating the noise. The noise 

can be Gaussian type, salt – pepper type or speckle 

type. 

Let consider an image x and y is the degraded image. 

Then y is represented as with addition of noise as  

𝑦 = 𝐻𝑥 +  𝜂                               (1) 

The matrix H represents non invertible linear 

degradation operator [5-6]. As noise is unknown, the 

fidelity term is given by   

                       arg 𝑚𝑖𝑛𝑥
1

2
 ||𝐻𝑥 − 𝑦||2

2                     (2) 

By adding image prior information to regularization 

the minimization function for image restoration is 

given by 

      arg 𝑚𝑖𝑛𝑥
1

2
 ||𝐻𝑥 − 𝑦||2

2 + 𝜆𝜑(𝑥)                     (3) 

Sparse representation for image restoration 
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Here φ(x) is regularization term and λ is Lagrange 

multiplier which regularization parameter. The 

efficiency of the image restoration problem is 

depends on regularization term φ(x). Many 

conventional algorithms are proposed for optimized 

regularization problems. [7 - 9]. 

To solve image restoration problem (3), Let us 

consider the regularization term is 𝑙0then the 

optimization problem is given by 

𝑚𝑖𝑛𝑥  ||𝑥||0      such that ||𝐻𝑥 − 𝑦||2
2 ≤ 𝛿            (4) 

The δ is threshold value i.e. acceptable error. The 

solution to the problem (4) is sparse representation 

of the original image. Then the denoised output is    

𝑦   = 𝐻𝑥 . 

The term H is dictionary affects the image 

restoration problem. Further improvements are took 

place by adding variance to each non zero 

coefficient in the sparse representation. The 

modified Basic Pursuit is redefined as 

           𝑚𝑖𝑛𝑥     𝜆||𝑊𝑥||1  +
1

2
||𝐻𝑥 − 𝑦||2

2       (5) 

Where W is a matrix contains the variance. In these 

two methods (4) and (5) the dictionary play major 

role [10-11]. These methods are global methods for 

solving image restoration. To overcome this 

drawback local processing methods are formulated. 

The learning dictionary are framed by dividing the 

image into patches of small size. These patches are 

used train the dictionary. 

 

II.LOCAL MODELING 

In local modeling instead of considering the entire 

image at a time. The image is divided into patches of 

size 3x3, 5x5, 7x7 or 9x9. All these patches are 

sparse in nature. In local model the dictionary is 

learned from patches. Here the patches can be 

considered as overlapped patches and non-

overlapped patches. The algorithm for local 

processing in presented in Table 1. 

 

 

Table 1: Local Model of Sparse Representation for image restoration 

1. Consider a patch of size  𝑛 𝑥  𝑛 with each pixel of the image as center of the patch. 

2. For each patch  

a. Compute 𝑝𝑖 =  𝐻𝑇𝑥𝑖 , where xi is a patch 

b. Apply threshold 

c. Reconstruct the patch with 𝐻𝑝𝑖  

3. By combining the reconstructed patches, the reconstructed image can be obtained. 

 

These local modeling algorithms are modified by 

making use of learning redundant dictionaries for 

image patches by changing threshold method by 

OMP or BP. The sparse representation of image 

patches is updated using either MOD or K-SVD 

method. Reparative execution of these two steps 

learns the dictionary algorithm on noisy patches. The 

K-SVD method depends on learning the dictionary 

on the degraded images. Still improvement for the 

K-SVD is by adaptive nature for learning dictionary 

per each patch by its position. For each pixel the 

dictionary is from their neighborhood pixels. By this 

method non local means (NLM) algorithm is 

proposed [12]. NLM performs a local weighted 

average. The performance of the NLM depends on 

weights. The bilateral filter method uses patch of 

size 1x1. In block-Matching 3d (BM3D) [13] 

method is same as NLM, it finds a set of patches 

throughout the image. These patches are stacked into 

3D. This is repeated for each and every pixel of the 

image. The weight of the patches is inversely 

proportional to the number of non-zeros in the 

patches in thresholding.  

The unconstrained problem is converted to 

constraint problem by Split – Bregman algorithm. 

The algorithm is explained in Table 2.  Consider a 

problem  

𝑢 = arg 𝑚𝑖𝑛𝑥 ||𝑊𝑢||1 +
𝜆

2
||𝑦 − 𝐻𝑢||2

2       (6) 
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Table 2: Split – Bregman iterative algorithm 

1. The problem (6) can be written as 

𝑥 = arg𝑚𝑖𝑛𝑥 ||𝑑||1 +
𝜆

2
||𝑦 − 𝐻𝑥||2

2 

𝑠. 𝑡.    𝑑 = 𝑊𝑥                            (7) 

2. The unconstrained problem of (7) is  

𝑥 = arg 𝑚𝑖𝑛𝑥 ||𝑑||1 +
𝜆

2
||𝑦 − 𝐻𝑥||2

2 + 

𝛽

2
||𝑑 − 𝑊𝑥||2

2                 (8) 

3. The problem (8) iteratively solve the sub 

problems 

 𝑥𝑘+1, 𝑑𝑘+1 = arg𝑚𝑖𝑛𝑥 ,𝑑 |𝑑|1 +
𝜆

2
|| 𝑦 − 𝐻𝑥||2

2 

+
𝛽

2
||𝑑 − 𝑊𝑥 − 𝑏𝑑

𝑘 ||2
2            (9) 

𝑏𝑑
𝑘+1 = 𝑏𝑑

𝑘 + 𝑊𝑥𝑘+1 − 𝑑𝑘+1                (10) 

 

III. PROPOSED SYSTEM 

 In this paper the image restoration is done by 

defining two regularization terms. These 

regularization terms for finding both local and non-

local self-similarities. By inclusion of these terms 

the image restoration problem is defined as  

arg 𝑚𝑖𝑛𝑥

1

2
 ||𝐻𝑥 − 𝑦||2

2 + 𝜇1𝜑 𝑥 

+ 𝜇2𝜙 𝑥                       (11) 

The term𝜑 𝑥  is regularization term for local 

similarity and the term 𝜙 𝑥  is for non-local 

similarity.  The local similarity is find by 𝑙1 – norm 

which is derivative function. This is used for 

restoring edge information [14-15]. The non-local 

similarity function uses 𝑙1 – norm to find the sparsity 

for image restoration using non local similarity 

feature [16]. 𝜇1, 𝜇2 are regularization parameters. 

They are Lagrange multipliers. 

In the proposed system the patches are considered of 

size 8x8 with overlap patches. These patches are 

used to train the dictionary. The similar kind of 

patch patterns [3] are placed in a column. The size of 

the dictionary depends on the patterns in the image. 

For each patch to restore it will compare the atoms 

of the dictionary and selects few best patches which 

are close the test patch pattern. After finding similar 

patches the estimated coefficients are considered by 

applying SVD [17] for sparse approximation. 

The flow of the algorithm is as follows: 

Step1: Consider a clean image of size 256x256. 

Then add Gaussian noise which will give degraded 

image. 

Step2: Apply first derivative for the image in both 

spatial domains. 

Step3: Update the adaptive dictionary. By training 

the dictionary of similar patterns. 

Step4: For each pattern of degraded image search for 

best suitable patches from the dictionary. 

Step5: For the patches of similar pattern estimated 

coefficients, find the coefficients with non-zero 

elements. 

Step6: Repeat the process for entire image.  

Step7:  Evaluate the performance of the algorithm by 

estimating the parameters like mean square error, 

root mean square error, PSNR and FSIM. 

 

IV RESULTS AND DISCUSSIONS 

The proposed restoration algorithm is implemented 

using MATLAB. The performance of the algorithm 

is compared with some conventional methods. The 

image considered for testing the algorithm are shown 

in Fig 1.  The performance is estimated with the 

parameters like MSE, RMSE, PSNR [18] and FSIM. 

In the experimental setup the regularization 

parameters considered are 0.1, 0.015 and 0.02. The 

parameters are estimated for all these three cases. It 

shows better results for 0.01 case.  
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Fig 1: Test images considered for testing the 

algorithm 

Fig 2 show the original image , noisy image  and 

restored image  of test images like cameraman, 

Lena, Barbara, house and parrot. 

 

Table 1 gives the mean square error. The MSE gives 

deviation between original image and restored 

image. It is defined as squared of variation between 

original image and restored image. The lower the 

value of MSE, the more noise removed.  

 

Table1: MSE values 

µ value 0.1 0.15 0.2 

Cameraman 107.412 108.437 109.646 

Barbara 670.261 676.962 687.383 

Lena 46.663 46.3617 46.2685 

House 23.9685 23.5192 23.447 

Parrot 92.216 92.5459 93.0925 

 

 

Table 2 gives the RMSE values. It the square root function of MSE value. This is also used find 

dissimilarities between original image and restored image. As lower value of MSE is preferred for image 
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Fig 2:Original image, noisy image and restored images. 

 

 

Table 2: RMSE values 

µ value 0.01 0.015 0.02 

Cameraman 10.364 10.413 10.471 

Barbara 25.889 26.019 26.218 

Lena 6.831 6.8089 6.802 

House 4.8958 4.8497 4.842 

Parrot 9.603 9.6201 9.6484 

 

PSNR is peak signal to noise ratio. It is calculated 

as log of the ratio of square of max value to MSE. 

The PSNR is inversely proportional to MSE so the 

more PSNR the more noise removal. Table 3 gives 

the PSNR values for different images. The quality 

factor for phase and gradient magnitude is FSIM 

(Feature similarity Index measure) [19]. The range 

of FSIM is [0 1]. Table 4 gives the FSIM values of 

different images. 

Table 3: PSNR values 

µ value 0.01 0.015 0.02 

Cameraman 27.820 27.779 27.731 

Barbara 25.889 25.846 25.779 

Lena 31.441 31.4692 31.478 

House 34.334 34.417 34.43 

Parrot 28.483 28.4672 28.4417 

 

Table 4: FSIM values 

µ value 0.01 0.015 0.02 

Cameraman 0.8993 0.9007 0.9013 

Barbara 0.9755 0.9757 0.9757 

Lena 0.9440 0.9456 0.9463 
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House 0.9421 09421 0.9415 

Parrot 0.9278 0.9289 0.9290 

 

IV. CONCLUSION 

 Picture rebuilding is the way in the direction of 

reestablishing the first picture from corrupted image. 

The photograph is corrupted resulting from 

commotion introduced to the photo. The expulsion 

of clamor within the photograph is trying in photo 

reclamation. In this paper the calculation for picture 

reclamation is carried out. The badly situated picture 

reclamation is communicated in (three). For 

reestablishing two regularization phrases are taken 

into consideration on this paper. Nearby self-likeness 

and non-community comparability. The self-likeness 

is integrated as the considerable majority of the 

photograph have same pressure of community pixel. 

The non-close by likeness is applied as the example 

are rehashing within the image. The insufficient idea 

of photograph on non-region sparsity is implemented 

for reestablishing. For testing the calculation 

infrequently any commonplace images are taken into 

consideration, they're cameraman, Lena, Barbara, 

residence and parrot pics. The commotion brought to 

the photograph is Gaussian type. Thealgorithm is 

attempted with variety in regularization parameter. 

The parameters evaluated are MSE, RMSE, PSNR 

and FSIM. The accomplished calculation is tried 

with regular techniques. For future paintings, the 

calculation is tried for evacuation salt-pepper 

commotion with the aid of differing the 

regularization terms. 
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