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Abstract 

Voice diseases are increasing dramatically, by unhealthy social habits and 

voice abuse. In this work, we investigated the optimization techniques for 

voice pathology and voice disorder classification system. The literature 

review presents a survey of the acoustic analysis for human voice disorder 

classification using optimization and machine learning techniques with 

importance to pathology detection and its classification. The voices input 

signal is given to numerous classifications methods, in such the simplest way 

the classification produces the result against the pathology voices and normal 

voices with relevence to the male and female human voice classification. 

The foremost goal of this analysis work is to provide a entire study of the 

most popular machine learning techniques namely, Noise Removal and 

Silence Removal  and different filters in preprocessing, The feature 

extraction techniques namely, Acoustic features (signal energy, pitch, 

formant, jitter, shimmer), Reflection coefficients, Autocorrelation, Linear 

Predictive Coding (LPC), Mel-frequency cepstrum co-efficient (MFCC), 

Zero crossing with peak amplitude (ZCPA), Dynamic time wrapping (DTW) 

and Relative spectral processing (RASTA). And to classify the input voice 

signal with the help of classification algorithms like, Support Vector 

Machine (SVM) and Back Propagation Neural Network (BPNN). 

 

Key Words :Voice pathology, survey of existing literature, Optimization 

Techniques,classification methods. 

 

I. INTRODUCTION 

In recent years, huge consideration has been given to 

the area of voice pathology ID and observing. In the 

voice pathology treatment, patients need to every 

now and again visit the specialist for voice 

treatment. However, the patients are trusting that 

quite a while will counsel, and are spending a ton of 

cash to discover the pathology in light of the fact 

that the specialists need to discover the issues in the 

vocal folds utilizing some endoscopic methodology 

as it were. Absolutely it is a costly just as a tedious 

procedure. Consequently such things made the 

patients inconvenience. This circumstance makes 

ready for the examination in finding a computerized 

instrument to distinguish the voice pathology. The 

essential motivation behind this computerized 
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instrument is to help the patients for recognizing the 

obsessive issues for further progress. Essentially, the 

voice pathology may cause because of the flaws in 

the discourse organs, Autism, psychological 

instability, hearing impedance, Paralysis or various 

handicaps. Clinically there is a wide scope of rules 

and strategies to discover the voice pathology and 

furthermore these techniques are abstract and 

obtrusive. Yet, it isn't the situation for the 

programmed instrument for the voice pathology. 

The main aim of this review paper is to provide 

various methods and techniques available for 

pathological voice detection system. The section 2 

describes the commonly used methods and 

techniques in voice pathology classification system. 

Section 3 focuses on the survey of recent methods in 

voice pathology classification system and section 4 

concludes the review paper. 

II. COMMONLY USED METHODS FOR 

VOICE PATHOLOGY IDENTIFICATION 

Harar et al (2017) discussed the voice disorders and 

used Deep Neural Networks (DNN) for voice 

pathology detection. The research uses the German 

corpus Saarbruecken Voice Database with recurrent 

Long-Short-Term-Memory (LSTM) layers for voice 

pathology detection. It is found there is high 

accuracy with sensitivity and specificity on testing 

files and training data set. This system achieved an 

efficient time to find healthy persons and 

pathological patients. Finally, the development of 

Voice Pathology Classification system is a hard 

problem in the whole dataset with accuracy. This 

research motivates us to use Saarbruecken Voice 

Database for pathology detection with the various 

QoS parameters. 

Zhang et al (2008) investigated the acoustic 

characteristics of pathologies. It concentrates on the 

vowels in terms of sustain as well as running. The 

Perturbation methods, SNR and nonlinear dynamic 

methods are used to investigate characteristics of 

pathologies. And classify as low-dimensional rate as 

the laryngeal pathologies and high-dimensional rate 

as normal voice. Finally, the research is performed 

by nonlinear dynamic analysis for sustain and 

running vowels in processing voice analysis. This 

helped to manage pathology voice detection with 

respect to the perturbation analysis. 

Parsa et al (2001) investigated the Pathological 

Voice examination. It separates the ordinary and 

neurotic voices regarding the acoustic measures. The 

supported vowels and ceaseless discourse for 

acoustic estimations are taken. The discourse signals 

are separated from supported vowels and nonstop 

discourse, regarding the crucial recurrence, 

sufficiency irritation, ghastly measures, and glottal 

clamor. The outcome appears, ordinary voice, and 

neurotic voice characterizations are finished 

utilizing the acoustic measures with the higher 

disconnection and order on nonstop discourse. This 

examination inspired us for the Pathological Voice 

examination on the acoustic measures. 

Saeedi et al (2011) proposed the Digital examination 

of neurotic voices. The variations from the norm of 

the vocal system are researched. The non-obtrusive 

device is utilized to deduct the uniformity of the 

voice by utilizing the wavelet-based technique. 

These techniques are creating the conclusive 

outcome of typical and confused voices. The 

Support Vector Machine calculation is utilized for 

highlight extraction and order on Orthogonal 

channel banks. The last arrangement rate is creating 

the typical and obsessive voices on the databases. 

Additionally, the hereditary calculation is executed 

to look for the best grouping rate. At long last, the 

proposed calculation can arrange the scattered sign 

with a excellent choice for pathological voices. 

Fezari et al (2014) talked about the acoustic voice 

examination for undesirable voice infections voice 

misuse conclusion. And furthermore examine the 

voice pathologies location voice symptomatic. The 

solid and obsessive voices, non neurological from 

the German database which contains numerous 

sicknesses are grouped. Likewise, the directed 

calculation is utilized for voice pathologies 
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identification. To achieve this undertaking, Mel 

Frequency Cepstral Coefficients are displayed by a 

weighted Gaussian Mixture Model (GMM) and 

plotted for highlights extraction. This obsessive 

voices discovery utilizes the acoustic voice 

examination, with programmed speaker 

acknowledgment procedures. This finds the MFCC, 

frequencies, and amplitudes. This groups the exact 

obsessive voices. At last, this examination identifies 

typical and strange voices regarding the MFCC and 

Energy-Optimal framework. 

Villa-Canas et al (2012) examined the practical issue 

and laryngeal pathologies. Broke down those 

clutters by utilizing vibrational examples of the 

vocal folds. The non-parametric cepstral coefficients 

in Mel channel bank scales were utilized for 

programmed include choice. The significant 

highlights are naturally chosen utilizing Principal 

Components Analysis (PCA) and Sequential 

Floating Features Selection (SFFS). Voice is solid or 

scattered was chosen, with the assistance of direct 

and quadratic Bayesian, K closest neighbors and 

Parzen strategies. 

Zhang et al (2017) proposed the automatic and rapid 

computer-aided diagnosis system for pathological 

brain images detection. Magnetic Resonance 

Imaging (MRI) is used for simplification and 

classification. The classification result might be 

pathological or normal. For feature extraction, the 

Hue Moment Invariants (HMI), and for 

classification the used of Twin Support Vector 

Machine (TSVM) and Generalized Eigen value 

Proximal SVM (GEPSVM) are used. Finally, the 

methods “HMI + GEPSVM” and “HMI + TSVM” 

achievedhigherclassification accuracy on 

pathological brain detection and are proposed. These 

contributionsare used to concentrate the better 

classification performance. 

Zhang et al (2017) proposed the MDNet to 

coordinate multimodal mapping. This maps 

therapeutic pictures and diagnostic reports. The 

indicative reports are finished by envisioning the 

consideration. The restorative pictures mapping is 

finished by utilizing the manifestation depictions. 

That technique analysis is utilized to understand 

pictures, produce indicative reports and recover 

pictures. This examination is utilized to upgrade the 

element extraction and productivity in an advanced 

way. This examination makes the multimodal 

mapping idea to oversee voice in order in various 

criteria. 

Wang et al (2017) proposed the Optimization 

systems for Pathological Brain Detection. The by 

means of Wavelet Packet Tsallis Entropy for 

Detection and Real-Coded Biogeography for 

Optimization are utilized. This exploration is 

recognizing obsessive minds with the assistance of 

Novel Pathological Brain Detection (PBD) 

regarding the Feed Forward Neural Network (FNN). 

This examination shows the proposed WPTE + FNN 

+ RCBBO delivered precision superior to the 

existingapproach. This exploration proposes the 

Feed Forward Neural Network (FNN) approach for 

conclusive streamlining in the voice pathology 

location. 

Wang et al (2017) assessed the back propagation 

neural system calculation on the restorative 

instrument of Amomumcompactumgentamicin. 

Intense Kidney Injury (AKI) on the Back 

Propagation Neural Network (BPNN) is taken. 

These models were set up for characterizing 

information from the control, model, and AC-treated 

gatherings. At long last, the BP neural system 

calculation was used for the grouping of 

information, and the exactness rates for order were 

great in both positive and negative spectra. This 

examination has helped us to acquire a superior 

comprehension of protective mechanisms of order 

just as the Backpropagation Neural Network 

calculation. 

Kukharchik et al (2007) proposed the vocal 

pathology diagnostic method. The acoustic 

examination comprises of wavelets and pseudo-

wavelets for include extraction. In addition, 
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ceaseless wavelet and wavelet-like change are 

utilized for vocal pathology indicative techniques. 

The immediate vocal overlay perception 

characterizes the discourse signal with the assistance 

of SVMs and Neural Networks. In the order 

technique, Support vector machine is utilized in 

crease pathology identification. Quiet Removal and 

Vowel Extraction were additionally used to improve 

order results with higher precision. 

Saeedi et al (2011) analyzed the obsessive voice 

investigation process. Non-obtrusive instrument for 

the location is utilized as the fundamental objective 

of neurotic voice examination. The typical and 

confused voices are grouped dependent on the 

wavelet-based technique. The Support Vector 

Machines are joined with Wavelet channel banks. 

This blend is utilized infeature extractors and 

classifiers. The Support Vector Machines are 

utilized for arrangement and Wavelet channel for 

highlight extraction. The Orthogonal channel (cross 

section) with a hereditary calculation with a 

wellness work is proposed to adjust the grouping 

procedure in a productive way. This proposed 

technique corrects the typical and neurotic voice 

signals with a higher order rate on databases. 

Saidi et al (2015) proposed the non-intrusive 

technique. This procedure is utilized to arrange 

normal voice flag and confusion voice signals. The 

wavelet disintegration is utilized for include 

extraction with better recurrence. Moreover, the M-

band wavelet decay is additionally applied for 

highlight extraction. In the wake of applying this 

calculation, a hereditary calculation is utilized for 

ideal wavelet separating. Bolster Vector Machine is 

utilized in the last grouping of typical and obsessive 

voices in the database. To deal with the 

characterization procedure, the noninvasive strategy 

in particular M-band wavelet framework, five-band 

wavelets, and hereditary calculation are suggested 

for improved arrangement execution. 

 

Peng et al (2007) discussed about the 

characterization of pathological voice. The 

30acoustic highlights are considered to group solid 

and irregular voices. The PCA involved the element 

space change and information dimension reduction. 

The Support Vector Machine (SVM) calculation is 

utilized for arrangement of healthy and neurotic 

voices. At long last, the discovery and arrangement 

rates are estimated as for Sensitivity and Specificity 

and Feasibility of voice signal order. The component 

choice is finished by utilizing LSSVM classifier 

with the RBF portion work. 

III. SURVEY OF METHODS USED IN VOICE 

PATHOLOGY IDENTIFICATION 

S.No Author & 

Year 

Title of the 

Paper 

Metho

ds 

1 Ali, Z., 

Elamvazut

hi, I. and 

Alsulaima

n, M.  

Detection of 

Voice 

Pathology 

using 

Fractal 

Dimension 

in a Multi 

resolution 

Analysis of 

Normal and 

Disordered 

Speech 

Signals 

Voice 

patholo

gy 

detectio

n – 

Wavele

t 

transfor

mation 

& 

Fractal 

dimensi

on - 

Katz 

algorith

m – 

Higuchi 

algorith

m  

2 ImanEsma

ilia,NaderJ

afarniaDa

banlooa, 

Mansour 

Vali 

Automatic 

classificatio

n of speech 

dysfluencies 

in 

continuous 

speech 

based on 

similarity 

measures 

and 

morphologi

Automa

tic 

dysflue

ncy 

classifi

cation - 

cross-

correlat

ion and 

Euclidi

an 

similari
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cal image 

processing 

tools 

ty 

measur

es-

Morpho

logical 

process

ing  

tools  

3 ZhijianWa

ng,Ping 

Yu, Nan 

Yan, Lan 

Wang 

&Manwa 

L. Ng  

Automatic 

Assessment 

of 

Pathological 

Voice 

Quality 

Using 

Multidimen

sional 

Acoustic 

Analysis 

Based on 

the GRBAS 

Scale 

Automa

tic 

Voice 

quality 

assessm

ent  - 

Acousti

c 

analysis 

- 

GRBA

S  - 

SVM & 

Extrem

e 

machin

e 

learnin

g 

 

4 DariaHem

merlingn, 

AndrzejSk

alski,Janus

zGajda 

 

Voice data 

mining for 

laryngeal 

pathology 

assessment 

 

Voice 

patholo

gy 

detectio

n-

Acousti

c 

analysis  

-

Rando

m 

forest  

 

5 PouriaSaid

i, 

FarshadAl

masganj 

 

Voice 

Disorder 

Signal 

Classificatio

n Using M-

Band 

Wavelets 

and Support 

Vector 

Voice 

disorde

r 

classifi

cation - 

M-band 

wavelet

s - 

Support 

Machine 

 

vector 

machin

e & 

Genetic 

algorith

m 

 
6 

Virgilijus

Uloza, 

EvaldasPa

dervinkis 

Exploring 

the 

feasibility 

of smart 

phone 

microphone 

for 

measureme

nt of 

acoustic 

voice 

parameters 

and voice 

pathology 

screening 

Smart 

Phone 

voice 

recordi

ngs- 

frequen

cy,jitter

,shimm

er and 

NNE-

classifi

cation 

CCR, 

RFC, 

EER 
7 

Ghulam 

Muhamma

d, 

MehediMa

sud 

Spectro-

temporal 

directional 

derivative 

based 

automatic 

speech 

recognition 

for a serious 

game 

scenario 

ASR 

system- 

STDD 

– 

Discret

e 

Cosine 

Transfo

rm 

8 
Jus hen, 

Chang 

peng Ti 

Automatic 

video self 

modeling 

for voice 

disorder 

Video 

self 

modeli

ng-

video 

similari

ty 

metrics

-lip 

synchor

onizatio

n-re-

samplin

g 

scheme 
9 

Bandini. 

B, 

Automatic 

identificatio

Parkins

on’s 
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Giovannel

li. F 

n of 

dysprosody 

in 

idiopathic 

parkinson’s 

disease 

Disease

-

Dyspro

sody-

Objecti

ve 

Parame

ters – 

Automa

tic 

Acousti

c 

Analysi

s 
10 

Thuy 

Ngoc 

Tran, 

William 

Cowley 

Automatic 

adaptive 

speech 

separation 

using beam 

former- 

output-ratio 

for voice 

activity 

classificatio

n 

Beamfo

rming-

BiBea

m-

Speech 

separati

on-

Voice 

activity 

classifi

cation-

Beamfo

rmer 

output 

ratio-

Adaptat

ion 

control 

 

    From the above table, one can induce that the 

greater part of the current voice pathology order 

frameworks utilizes the acoustic highlights. At the 

point when we utilizing different acoustic highlight 

which best portray the working and state of different 

discourse organs to break down the voice change 

during pubescence period. Pitch is a trait which 

speaks to the structure and size of the larynx and 

vocal folds. The voice quality can be estimated 

utilizing GRBAS scale, with the goal that the voice 

quality will be reviewed likewise. The AI 

calculations are utilized broadly so as to group the 

ordinary and neurotic voices. Mel Frequency 

Cepstral Coefficient is most normally utilized in 

discourse acknowledgment framework. Zero 

intersection top sufficiency is regularly utilized in 

programmed discourse acknowledgment framework 

in uproarious situations (Kim, J., et al 2015). DTW 

is usually utilized for estimating likeness between 

two fleeting arrangements which may fluctuate in 

time or speed (Arias-Londoño, J. D., et al 2011). 

RASTA strategy is commonly utilized for discourse 

investigation in which discourse signals are 

improved to build up a commotion hearty discourse 

acknowledgment framework. 

CONCLUSION 

The methodologies accessible in voice pathology 

discovery process for highlight extraction, include 

choice, and voice pathology order strategies are 

investigated. Be that as it may, the typical and 

pathology arrangement is a difficult undertaking 

against the two unique informational index to be 

specific Saarbruecken informational collection and 

possess Real-Time dataset, especially in 

Saarbruecken informational index, the voice 

pathology discovery can't be precisely grouped with 

the ordinary voice signal. Related works are talked 

about the novel strategies which arrange all 

information concerning the conveyance over a 

pathology grouping. This audit paper is centered 

around the strategies for voice pathology and voice 

ailment grouping framework. It gives the detail learn 

about the strategies and various methods for voice 

issue order. The primary point of this examination 

work is to comprehend the procedure of the 

strategies to build up an effective voice pathology 

framework with extraordinary precision. This audit 

paper will help the specialists ready to work in the 

territory of voice pathology characterization 

framework with acoustic highlights. 
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