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Abstract 

A semantic representation framework is proposed here to 

conclude human activity from annotations. By utilizing 

elaboration of a framework, I am able to transfer tasks and 

skills from humanoids to automated machines. Our method 

allows to understand a demonstrator's behavior at a higher 

level of understanding through semantic representations. To 

achieve the required task, the demonstrators should carry out 

their actions in accordance with the abstracted essence of the 

activity derived from observations. Consequently, the motion 

and properties of humans and objects are combined to 

produce a meaningful semantic description. Moreover, three 

contrasting approaches were used to substantiate the 

semantic rules and complex kitchen activities, i.e., 1) 

Preparing pancakes, 2) Preparing sandwiches, and 3) setting 

the table, aiming determine the maintaining semantic 

consistency. Our study presents measurable and detailed 

outcomes, that show that I system can handle time 

constraints, a variety of execution styles by different 

participants when performing the same task, and various 
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labeling strategies when executing the same task without any 

further training. The inferences based on the representations 

of one scenario, which have been obtained based upon one 

situation, are still effective for innovative circumstances as 

well, which further proves that there is no dependence 

between a given task and the representations derived 

therefrom. As a result of I experiment, I was able to 

successfully recognize human actions in real-time on about 

87.49% of events, that was well than the accuracy from a 

arbitrary member diagnosing similar performances on about 

77.08% of the occasions.   

Keywords:- Action diagnosing human performance, 

knowledge-based semantic illustration, skill transfer, 

automated machines 

 

 

1. INTRODUCTION 

Hominid robots have become more capable 

with time as a result of skills that have been 

transferred to them from human observation. 

It is widely accepted that transferring these 

skills is these systems can be enhanced most 

effectively by [1,2]. By using semantic 

representations of the activities that 

individuals engage in, the robots will be able 

to get and regulate a elevated understanding 

of human actions by inspecting them in 

aspect. The robots will have the opportunity 

to achieve far more than they are currently 

capable follow them to advance beyond 

what they already have been able to. As 

humanoid robots become increasingly 

humanoid, the aptitude to robotically 

recognize human actions and respond to this 

behavior by producing feasible motions or 

actions based on user expectations will make 

them a revolutionary advancement. 

Nevertheless, it is pertinent to point out that 

not all facets of a project are readily 

apparent; instead, some must be implied, for 

example, the main objectives of the 

prototype, which are usually provided by the 
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researchers (as noted by the authors of [2]). 

A set of procedures is needed to process the 

data relevant to the project's objective. This 

will enable us to be in a position to make 

inferences about the project's purpose. 

Semantic representation is one of the most 

powerful tools for achieving this goal. This 

is because the connections between the 

gestures of one and the various substances 

around him are also useful as a way to 

extract the meaning of a person's way of 

being. This research project uses the last 

point as the starting point for developing a 

semantics based on the way people are. 

 

1.1.   A brief description of the system 

 The main goal is to present a framework for 

analyzing a person's body movements and 

properties of substances, which comprises 

three major areas of study: 1) An analysis of 

a person's body movements and the 

properties of substances, 2) a hierarchy for 

understanding a person's movement and 

attitude, and 3) a simulation of a person's 

movement and attitude by artificial 

intelligence. A diagram depicting the 

components of I framework, as well as their 

connections between each other, can be 

found in Figure 1. 

The first module (see Figure 1) is a program 

that will provide assistance to automated 

systems to recognize and interpret images or 

information from a variety of media, for 

instance video, by recognizing different 

types of visual information. Extracting bits 

of information from the video feed will 

result in the analysis and preprocessing of 

the video, as well as segmenting the clips by 

their general motions: moving, not moving, 

and method of usage. A movement of the 

person's body is one that involves the body 

as a whole. Moreover, items and their 

features are used to gather two sets of 

information: Object Acted On as well as 

Object In Hand. 

1.2 Setup for the experiments:  

 Our framework was validated by observing 

and recording two real and challenging 

tasks1: making pancakes as well as making 

sandwiches. As for both tasks, the 

experiment setup was similar (see Figure 2), 

where it consisted of three cameras mounted 

at different angles and a number of sensors. 
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Fig. 1. In general, the system consists of three components: 1) Capturing useful data, 2) 

Analyzing the targets spotted, and 3) Efforts undertaken by automated machines 

 

Fig. 2. The experimental apparatus consists of automated machines. A) The actual positions of 

the cameras during the pancake production simulation, b) The camera setup in the sandwich-

preparation setup, c) The automated machines setup utilized for research substantiation in this 

research. 

Additionally to the automated system used 

to evaluate the design methodology, a 

GNU/Linux-based workstation was utilized 

to validate the framework. This robot was 

accompanied by a control unit, a 

workstation, and a humanoid robot named 

iCub. Data were transferred from the PC to 

the control unit through TCP/IP on a LAN. 
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The Progress of this framework consists of a 

number of sections that are organized in a 

systematic manner. A brief overview of 

current knowledge in the field is presented 

in the first section; the second section 

describes the current state of knowledge 

regarding the field. During section 4, I will 

discuss how semantic rules were developed 

as well as the ontology-based representation 

of knowledge, which will be used analyze 

the data movements and substances. In unit 

5, I will also discuss the method that was 

employed to achieve An ontology of 

concepts and their corresponding rules 

representations that I used. In the second 

part of the paper, I describe the process that 

I used in order to translate the observed 

humanoid activities into a robot that can 

perform the actions observed. The third part 

describes the datasets I used, and the fourth 

part describes their analysis. The last part 

concludes with I conclusions. 

2. AN OVERVIEW OF CURRENT 

STATE-OF-THE-ART 

TECHNOLOGIES 

 In recent years, the idea of automatically 

segmenting, recognizing, and Observations 

have led to the interest of researchers from 

various disciplines to understand the way in 

which humans behave based on their 

observations in a variety of fields. They also 

identified a number of various kinds of 

person’s actions that are characterized on 

diverse stages, based on the level of 

intricacy of the bustle, namely gestures, 

actions, interactions, and group dynamics. 

The act of raising one's leg or stretching 

one's arm, for example, can be considered a 

gesture. As a result, the method working be 

reliant on the difficulty of the movement, 

and various trials need to be done, such as 

grouping the experimental movements of 

humans, defining the status of the object(s) 

for the mission, setting up multiple stages of 

concept, identifying important motion 

features, defining the standing of the 

object(s) for the job, and identifying the 

appropriate level of abstraction. In these 

problem domains, there is a significant 

problem of transferring Ideas from a 

particular region to another area to resolve a 

parallel issue.  Thus, learning about patterns 

of human activity is still a long way from 

being a technology that can be easily 

adapted to resolve a parallel issue in a 

diverse area.  

It can be viewed as an extension of the issue 

of activity recognition within the robotics 

domain. The main problem is to determine 
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what the robot is supposed to do as part of 

its activities. 

As a rule, a method of investigating the first 

problem is to analyze the trajectory level of 

human movements, that is to examine the 

trajectory of those movements in order to 

determine the information they can provide. 

It can also be very difficult to determine 

what information can be derived from the 

analysis of motions or similar motions in 

order to determine what information can be 

extracted from those motions. The goal of 

extracting expressive data from a job, for 

instance, is to regulate the level of 

abstraction is required in order to determine 

what information is available in order to 

determine what information is available in 

the task itself. This section will examine 

these problems in greater detail so that I 

may solve the activity recognition problem 

more comprehensively according to 

experience. 

2.1. The direction of the Project 

To build and develop the most accurate 

model of person’s body movement, there 

has been a tendency in the robotics 

community to use path level representations 

an approach in building and developing the 

person’s body movement. In this way, the 

automated machines build and develop the 

constraints elaborate in a job of proficiency 

is clearly displayed, which can be conducted 

over a number of trials of the same task or in 

most cases under a specific scenario [25,26]. 

Using techniques such as programming-by-

demonstration [18], which are prevailing 

and firm methods of teaching robots new 

tasks based on observations are highly 

effective and widely used in the robotics 

community. Moreover, Billard et al. [18] 

presented a novel approach to developing 

the related structures of a job, based on 

which they recognized what to mimic by 

noticing the time-independent of a 

presentation [27] and derived a wide-

ranging strategy for developing the related 

structures of the job.  

2.2. Representation of semantic 

information 

Several recent studies have tried to 

determine how much abstraction is required 

to excerpt expressive data from a job to 

figure out what the precise task could be and 

it is diagnosed by the researcher. Humans 

and objects can be analyzed on a semantic 

level using hierarchical approaches in order 

to diagnose elevated level of actions with a 

more composite temporal assembly on a 
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semantic level. It is possible to use these 

approaches to analyze human or object 

behavior using these approaches. As well as 

being able to handle less training data, the 

system is also capable of handling less 

training data if it incorporates prior 

knowledge into its representations as well. 

The semantic refers to the activities within 

an elevated staged activity by an expert who 

manually incorporates this prior knowledge 

into the elevated staged activity. The scheme 

is able to adapt more easily to new situations 

because of these mechanisms, and by doing 

so it is in a position to make sense of the 

purpose and significance of the task it 

recognizes.  As a matter of fact, the main 

sphere of activity is the primary emphasis of 

I study and a more wide-ranging scrutiny of 

these procedures can be found in the 

subsequent sections. 

As part for their pioneering study, 

Kuniyoshi et al. [34] proposed an active 

attention control system for mapping 

unremitting real time events to figurative 

ideas that were able to be accessed by the 

participant. Using a moderately figurative 

presentation of operation approaches, Jakel 

et al. [35] used a (partially) symbolic 

representation of manipulation strategies to 

create the plans of automated machines as a 

function of pre- and post-conditions in order 

to generate robot plans. The frameworks, 

however, do not provide any reasoning 

about the purposes of the handler or excerpt 

the senses of movements from them. 

Alternative research that mentioned this 

issue was conducted by Fern et al. [36], who 

used a sense sub-language to develop exact-

to-wide-ranging explanations of events, 

utilizing manual communication data, as a 

means of learning exact-to-wide-ranging 

definitions.  

According to Park et al., semantics plays a 

vital part in the recognition of human 

behaviors. The semantic description of a 

human behavior is defined by the connection 

between subject, verb, and object created on 

the linguistic "verb argument structure," 

which is composed of representative–wave–

goal triples. The relationships between 

subject, verb, and object define the behavior. 

As a means of generating the semantic 

descriptions of video events, the authors 

used a set of usual linguistic verbs and signs 

from a defined vocabulary in conjunction 

with visual features to create these triples. 

One of the advantages of natural-language 

descriptions is that they have a rich syntactic 

and semantic structure that makes it easy for 

them to represent rules and contexts that 
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transcend domain boundaries. Though, the 

figure of triples must be distinct in advance 

as well as reliant on the intricacy of the 

action, many triples may be required for a 

exact action. There is no option of reusing 

these triples in innovative conditions as a 

result of the fact that they are not re-usable. 

During the work of Yang et al. [40], they 

presented a scheme that could comprehend 

movements based on their significances, for 

example, separating or merging, nonetheless 

the fundamental basis for their method was a 

strong lively trailing and separation 

technique, that was able to spot variations in 

the operated object, its presence, and its 

topologic assembly, that is the consequence 

of the manipulation.  In order to improve 

this system, it was later proposed to include 

a collection of strategies comprising primary 

accomplishment, as discussed in [41], but 

this was not applied in a automated 

machines, and if the strategy is not 

recognized beforehand, it will fail. There is 

another study that uses plan recognition to 

support the conclusion that human behavior 

is characterized by stereotypical patterns 

that can be categorized as preconditions and 

effects. [42] Kautz et al. There is, however, 

a problem, because in order to use these 

constraints in many different domains, they 

must be stated in advance, where is an issue. 

The concept of ontology-based action 

recognition was proposed by Patterson et al. 

[9], where a prototypical uses abstract 

reasoning to simplify object instances based 

on their modules. This model poses a 

number of problems, including 

misclassification of activities in few areas, 

the actions are under the same category as 

the substance in some cases. Since they have 

the identical object class (clothes), action 

like performing laundry and getting dressed 

are misclassified.  A practical approach has 

been proposed by [43] for defining the 

knowledge of automated machines, which 

composed off explanation logic information 

bases with data mining and (self-) comment 

units in order to achieve recognition using 

knowledge representations. In order to 

understand actions, the automated machines 

gathers knowledges and usages these 

experiences to develop models and aspects 

of action-related concepts, which is based 

on  its  awareness  and accomplished 

system. Object–action relationships must be 

manually specified in this knowledge 

representation system. 
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Identifying and segmenting actions are very 

challenging and challenging problems to 

solve. In general, the computer idea and 

machine learning groups are attentive on 

explaining acknowledgement problems, but 

disregard segmentation problems, which are 

usually performed manually, as noted above. 

It is necessary, however, for the automated 

machines groups to resolve both issues in a 

way that is reliable, effective, and fast for 

automated machines to be in position  to 

make the best decisions possible. Our 

current research focuses on the non-trivial 

tests of division, acknowledgement, and 

conversion of human activities to the 

automated systems. By combining the 

advantages of the techniques discussed 

above, I system is able to overcome the 

problems associated with those techniques 

to get considerable performance, with an 

accurateness exceeding 84.97% when 

segregating and identifying human actions 

in real life environments. It is in the 

following sections that these findings are 

presented. 

8. CONCLUSIONS 

The robotics community faces a difficult 

task in identifying human activities 

correctly, but its explanation is extremely 

significant since it is the initial step towards 

more usual human–robot interactions. The 

purpose of this research was to grow a 

method by which information about hand 

gesture and two object possessions are 

combined to excerpt the meanings of basic 

human actions. As a result of this 

information being input into the framework, 

the productivity is an indirect human activity 

that can be performed by an automated 

machines in real time based on the input 

information. 

9. CONTRIBUTIONS 

This study makes a number of important 

contributions that can be summarized in the 

following way. 

An observation-based multilevel framework 

for the stretchy artificial of human activities 

can be proposed and implemented to 

facilitate the stretchy simulation of human 

performances. 

This research I propose a humble yet 

operative way to obtain semantic 

instructions that shows the feel of human 

actions and its impact on the world. 

A semantic rule driven reasoning engine has 

been proven to be effective in improving the 

active growth of incorporating ontologies 

knowledge representations. 
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