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Abstract 

Conventional laser scanning typically uses sensors to estimate 

camera pose and complete 3D reconstruction. For some cases, linear 

scanning is used to achieve point cloud stitching for less computational 

costs, however, seriously affects the practicality and flexibility. 

Moreover, it can only achieve semi-dense reconstruction. This paper 

proposes a laser scanning based 3D reconstruction combining with 

Simultaneous Localization and Mapping (SLAM) to tackle 

aforementioned challenges, SLAM provides pose estimations and 

accurate point cloud stitching outputs. The pipeline of the proposed 

method is twofold:(a) a three-dimensional semi-dense point cloud 

reconstruction of a target object using SLAM-based laser point cloud 

stitching; (b) a robust 3D-3D alignment scheme, which makes the point 

cloud obtained by SLAM can be merged with the laser scanning result. 

The results back-projected onto the original image have very limited 

deviations after point cloud fusion. The experiments demonstrate that our 

method can provide a high accuracy rate and produce a high-quality 3D 

surface with fine geometric details. 

Keywords: 3D reconstruction, Laser scanning, Simultaneous 

Localization and Mapping (SLAM),Equal-scale mapping 

1. INTRODUCTION

High-quality dynamic three-dimensional 

(3D) reconstruction has become an active 

research topic with multiple practical 

applications[1][2], such as medical image 

processing, obstacle avoidance for unmanned 

vehicles and augmented reality (AR). There are 

many methods for dynamic 3D modelling, such 

as structure from motion (SFM) [3], multi-view 

stereo [4], laser scanning (LS) [5], and 

simultaneous positioning and mapping (SLAM) 

among others. These methods have produced 

amazing results in most cases. For example, 

traditional laser scanner can reconstruct semi-

dense high-precision point cloud. However, it 

usually relies on dedicated sensors to estimate 

camera pose and complete 3D reconstruction, 

which is not flexible and sometimes requires 

strict constraints and expensive setup. In recent 

years, the research of SLAM has made 

significant progress and is considered to be one 

of the most advanced real-time 3Dreconstruction 

methods. Among them, Stereo SLAM can 

perform pose estimation with absolute scale. One 
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of their downsides is that the sparse SLAM 

method [6][7] tracks a set of image feature points 

to solve camera motion and build sparse 3D 

maps from these tracking points. Therefore, it 

cannot recover a complete surface of the object 

specifically and accurately; Although the dense 

SLAM method [8][9][10]can produce a dense 

depth, it has high computational requirements 

and demands the most advanced GPU to run in 

real time. In this paper, we propose a laser 

scanning based 3d reconstruction combining with 

SLAM. It can obtain a local high-precision 

object structure by using only a binocular camera 

and a laser projector. 

Figure 1.The results of our framework. SLAM-based laser 

scanning produces a semi-dense 3D model. A: laser 

scanning process image; B: a sparse point cloud by ORB-

SLAM2; C: a semi-dense point cloud by our method. 

 

According the method of SLAM-based 

laser scanning, our experiments were performed 

on a video sequence of real object model, where 

the binocular camera and the line laser projector 

had a fixed displacement with each other as one 

rig. This rig slowly swept across the target object. 

Firstly, the laser triangulation method is used to 

calculate the 3D geometric information of the 

laser line on each frame of image. It combines 

with the existing stereo SLAM method 

[11][12][13]to perform camera pose estimation. 

The laser lines on different frames are converted 

to the same angle of view according to the pose 

transformation. Then a semi-dense three-

dimensional point cloud can be spliced. Secondly, 

in order to make the reconstruction result closer 

to the true scale, we introduce the mapping factor 

and combine the point cloud of SLAM with the 

point cloud result of laser scanning. Our 

approach effectively simplifies equipment 

requirements while ensuring reconstruction 

accuracy through efficient calculations. We 

experimented with objects in different shapes 

and textures. The experimental results show that 

our method can obtain semi-dense and high-

precision reconstruction results with less 

computational and system costs. 

 

2. RELATED WORK 

This paper addresses the problem of shape 

recovery from multi-view images. The proposed 

method combines two 3D reconstruction 

strategies of SLAM and laser scanning. 

1)SLAM: Simultaneous Localization and 

Mapping (SLAM) has been a hot research topic 

in the last two decades in Computer Vision. 

Place recognition is a key module of a SLAM 

system to close loops. Visual SLAM can perform 

only using a monocular camera, which is a 

cheapest and smallest sensor setup. However, as 

depth can be never fully perceived from just one 

camera, the scale of the depth map and estimated 

trajectory is arbitrary. Additionally, monocular 

SLAM[14][15]suffers from scale drift and may 

fail with pure rotations in exploration. The dense 

stereo SLAM method can solve all the above 

problems. However, their high dimensions make 

them computationally expensive and not suitable 

for strict probabilistic reasoning. Our method 

achieves semi-dense surface reconstruction by 

using the precise positioning of the sparse stereo 

SLAM combined with high-precision laser 

scanning. 

2)Laser triangulation: Laser scanning 

sensors, which can provide high frequency and 

accurate range measurements. They are widely 

used in onboard environment sensing and 

navigation of mobile robots, including 3D laser 

scanners[16][17]. The core part is the laser 

triangulation method. Laser triangulation method 

is a three-dimensional reconstruction method 

solved by the principle of triangulation. 

Triangulation is a 3D positioning problem that 

determines a point based on a collection of 
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corresponding image locations and a known 

camera. With laser triangulation method, the 

laser projector can be regarded as a camera and 

form a triangle relationship with the other camera. 

Compared with the binocular triangle principle, 

the laser triangulation method is simpler and 

more precise. The recognition of the laser 

structured light is easier to match with respect to 

the image feature points. Because the depth of 

the laser is very reliable, researchers often use it 

as a baseline for error corrections. For example, 

the laser line in[18] was used to correct the 

deviation of the luminosity stereo, which could 

make the reconstruction details closer to the true 

value. 

 

3. METHOD 

3.1 Overview of method 

The pipeline of our approach is shown in 

Figure 2. At the beginning of the workflow, the 

camera internal parameters are firstly calibrated 

according to the method in [19]. The images are 

captured using a binocular camera and rectified 

with the obtained camera parameters for 

distortion correction. Laser triangulation [20] is 

used to calibrate the laser plane equation. A 

semi-dense reconstruction consisting of two 

sequential modules follows. In the first module, 

stereo ORB-SLAM2[11]is used to obtain the 

camera pose for each frame of image and record 

the pose transformation matrix. Then the three-

dimensional point coordinates of the laser line 

are extracted by laser triangulation calculation. 

The laser line is transformed to the same world 

coordinate system using the calculated pose 

transformation matrix. The semi-dense point 

cloud of the target object is spliced. In the second 

module, to make the reconstruction result closer 

to the real scale, a mapping factor is introduced 

to fuse the point cloud from SLAM and the laser 

scanning point cloud in the same scale. An 

optimized 3D model is finally achieved. 

 
Figure 2.Overview of the proposed method. 

 

3.2 Laser point cloud stitching 

1)Review of laser triangulation: Taking 

the line laser triangulation method used in this 

paper as an example, one binocular camera and a 

line laser projector constitute a triangle 

relationship. If we define the camera coordinate 

system as a world coordinate system, there will 

be a relationship between the camera normalized 

coordinate system and the world coordinate 

system as follows: 

 
𝑥

𝑋
=

𝑦

𝑌
=

𝑧

𝑍
 (1) 

where (𝑋,𝑌,𝑍) is the target 3D point on the 

world coordinate system, and (𝑥,𝑦) is the image 

2D point on the corresponding normalized 

coordinate system. Assuming that the camera has 

been calibrated, an association between the 

physical imaging plane coordinate system and 

the normalized image plane coordinate system 

can be established. 

In addition, the laser plane generated is 

known and expressed as a plane expression as: 

 

𝐴𝑋 + 𝐵𝑌 + 𝐶𝑍 + 𝐷 = 0 (2) 

 

where  𝐴,𝐵,𝐶  and 𝐷  are the coefficients of the 

plane expression. The laser projection point on 

the target object is the intersection between the 

plane expressed in Eq. (2) and the camera 

projection ray. This can be expressed as (3). 

Thereby, the real three-dimensional coordinate of 

the laser projection point can be obtained. 
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 𝑋 =

−𝐷𝑥

𝐴𝑥+𝐵𝑦+𝐶

𝑌 =
−𝐷𝑦

𝐴𝑥+𝐵𝑦+𝐶

𝑍 =
−𝐷

𝐴𝑥+𝐵𝑦+𝐶

  (3) 

 

2) Calculate the transformation matrix: 

The laser video sequence can be acquired by the 

binocular camera during the reconstruction 

process. In each frame with estimated camera, 

the laser triangulation method is used to extract 

the coordinate information of the laser line in the 

frame. In the process of acquiring video 

sequences, stereo SLAM [11]is utilized to 

provide an accurate estimate of the camera pose. 

In particular, SLAM based on feature point is 

used as the baseline as described in[11]. It is 

widely accepted that [11] is currently the most 

robust method and the stereo version can provide 

a true scale in the result. It usually uses the first 

frame as the initial frame to establish the world 

coordinate system. The estimated camera pose is 

described relatively to the first frame to provide 

the rotation translation matrix: 

𝐺 =  
𝑅 𝑡
0 1

  with R∈SO(3) and t∈ℝ3 (4) 

 

where R is the rotation matrix, t is the translation 

vector, and ℝ3  is the Lie group. Due to that 

SLAM is measured in meter, and laser scanning 

is described in millimeter, different from the 

original ORB-SLAM2, we adjust the camera’s 

translation matrix by introducing a scale factor s 

relative to the original camera pose to restore the 

transformation at a true scale. The pose 

refinement based on the pose map optimization is 

defined as: 

𝑇 = 𝑠  
𝑅 𝑡
0 1

 with R∈SO(3), t∈ℝ3 and 

s∈ℝ+ (5) 

 

3) Point cloud integration: We use the 

pose transformation equation to splice the laser 

lines into the same world coordinate system. The 

equation is as follows: 

 

𝑃𝑊 = 𝑇 ∙ 𝑃𝐶  (6) 

 

where 𝑃𝑊 is the position information in a world 

coordinate system, and 𝑃𝑐  is the position 

information in a camera coordinate system of 

each frame. The above operation is performed 

for each frame, so that the three-dimensional 

semi-dense point cloud of the target object can 

be spliced. 

 

3.3 Equal-scale mapping 

Dueto the world coordinate system 

initialized by SLAM differs from the world 

coordinate system defined by the laser 

triangulation method for calculating the position 

of the laser point, the target object spliced by the 

laser point cloud has a deviation in shape. 

Therefore, the mapping factor is introduced in 

this paper. The SLAM point cloud and the laser 

scanning point cloud are scaled together for 

deviation correction, and finally a semi-dense 

three-dimensional model with high precision and 

real scale is generated. The following is a 

specific automatic iterative process. 

Step 1: Adjust the ORB-SLAM2[11] and 

the internal parameters of the laser reconstruction 

to make the distortion consistent. All the pictures 

are processed based on the correction picture. 

Step 2: Set the mapping factor 𝛽. We use 

the point cloud of SLAM and laser scanning to 

initialize the mapping factor, as follows: 

 

𝛽0 =

1

𝑛𝑠
 𝑑𝑠

𝑖𝑛𝑠
𝑖=1

1

𝑛𝑙
 𝑑𝑙

𝑗𝑛 𝑙
𝑗=1

 (7) 

 

where 𝑛𝑠and  𝑛𝑙  represent the number of points 

of the slam point cloud and the laser scanning 

point cloud respectively, 𝑑𝑠  and  𝑑𝑙  represent the 

average depth of the slam point cloud and the 

laser scanning point cloud respectively.  

Step 3: Return the mapping factor to the 

laser line splicing part and re-splicing. It restores 

a new point cloud, and records the mapping 

factor, as show in (8): 
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𝛽𝑤 =

1

𝑛𝑠
 𝑑𝑠

𝑖𝑛𝑠
𝑖=1

1

𝑛𝑙
 𝑑𝑙

𝑗𝑛 𝑙
𝑗=1

∙ 𝛽𝑤−1 (8) 

 

where  β𝑤  represent the result of w iterations. 

Step 4: If β converges to 1, the whole 

process is ended. Otherwise, jump to step 3 to 

continue. 

Through the adjustment of the above 

iterations, the ORB-SLAM2[11] point cloud can 

be merged with the laser scan results. The result 

of the fusion is back-projected onto raw image 

without significant deviation. As shown in the 

figure 3 below, the left side is the result of the 

back-projection of the point cloud without 

adjustment, and the right side is the result of the 

back-projection of the point cloud after the 

introduction of the mapping factor. By 

comparison, our method significantly reduces the 

bias. 

 
Figure 3. Comparison of back-projection results. 

 

4. EXPERIMENTS 

4.1 Experimental equipment setup 

We evaluate our approach using real data 

sets. The imaging setup is used for 3D 

reconstruction of the actual object(Figure 4). The 

high-definition binocular camera and the line 

laser are located on the same plane, and it can be 

smoothly placed on the hand-held support frame. 

The support rod can also be used as a device 

handle. The camera is at the center of the handle 

and the laser line slowly sweeps over the target 

while the image is being captured. Note that 

before the video capture, the calibration of the 

binocular camera and the calibration of the laser 

plane equation are performed firstly. In the 

following sections, we will present a detailed 

reconstruction of various real world objects. 

 
Figure 4.Imaging setups for real world object capture. 

 

4.2 Qualitative Analysis 

Our method was tested on several real 

objects, including shells, monkeys, conch and 

small balls. We used a self-made experimental 

setup to collect scanned images of each object 

for surface repair.  

 
Figure 5.Reconstruction results for shells and 

monkeys. (A) Input image (part of the image scanned 

by the laser line). (B) Sparse points calculated by 

ORB-SLAM1. (C) 3D shape recovered by our method. 

 

Figure 5 shows the reconstruction results 

of the shell and monkey. These results were 

captured by settings based on binocular cameras. 

In the experiment, the object was captured about 

450 mm from the camera. The image resolution 

is 1920×1080. A of Fig. 5 shows a representative 

input image. Then we reconstruct the sparse 
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point cloud using ORB-SLAM2 and calculate the 

pose (in B of Figure 5). Based on the calculated 

camera pose, we first spliced the results of the 

laser scan, and then used the introduced mapping 

factor to fuse the ORB-SLAM2 point cloud and 

laser scan results. C of Figure 4 shows the shape 

reconstructed by our method. We effectively 

combine the two and get the detailed shape 

through the details. The texture on the shell and 

monkey is clearly visible. 

In addition, in order to prove the 

effectiveness of the SLAM-based laser scanning 

method, we compared it with some traditional 

methods. As mentioned earlier, we compared it 

with the SFM and SLAM methods. The results 

are shown in Figure 6. Figure 6 shows the 

comparison of tooth models, shells, conch, toy 

monkey and small ball, which were taken by our 

camera. The first column is one of the input 

images as a reference frame for shape 

reconstruction. The second column shows the 

reconstructed point cloud through the SFM[3]. 

For a limited input image (approximately 15 

images), the SFM-based point cloud produces 

very sparse results. The third column of Figure 6 

shows the reconstruction results using ORB-

SLAM2. It can be seen that the point cloud is 

still sparse, but the shape of the object is roughly 

the same as the real object. The last column is 

reconstructed by our method, our method has 

higher precision, the result is denser, and there is 

a clearer texture. 

 

Figure 5.The left is the objects we shot. The three 

columns on the right are reconstruction results of 

SFM, ORB-SLAM2, and our method respectively. 

Note that in the first rows, the objects marked with a 

red rectangle is a failed reconstruction. The reason is 

that the information collected by ORB-SLAM2 is too 

sparse to get the reconstruction result. 

 

5. CONCLUSION 

We have shown how we combine 

Simultaneous Localization and Mapping (SLAM) 

with laser scanning for semi-dense 3D 

reconstruction. Experimental results demonstrate 

the effectiveness of our method. In practical 

applications such as 3D printing and augmented 

reality (AR), a more elaborate 3D model with 

fine-grained information is needed. In the future 

work, we will consider recovering a dense high-

resolution 3D model. 
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