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Abstract 

MapReduce as an advanced approach to process data in a distributed 

manner by taking advantage of the Hadoop framework which is an open-

source for employinga tremendous volume of data. Data available in 

multimedia at excessive quantity in the progressive world allows new 

demand for processing and storage. Hadoop working as a distributed 

computational framework as open-source to all available data considers 

the processing of different forms of data (such as images) on a thriving 

organization of calculating nodes by providing essential associations.  

This will accept loads and plenty of images files and used to 

abolishreplicate files from the feasible appropriate data. Compressed 

binary format data or encrypted binary format data, in particular, cannot 

be partitioned but can only be read as the distinguished consecutive flow 

of data. Practicing such files as input to a MapReduce task (Job), such 

that the process of single mapper allowing performing till the entire file 

gets processed, provoking a conceivable large performance potency 

accomplishment. The paper intends to present a suitable splittable format 

of data using SequenceFile and MD5 algorithm results to enhance the 

effectiveness of image processing. 

Keywords: Sequence File, MapReduce, Distributed Processing, Image 

files, Hadoop 

 

INTRODUCTION 

The endless allowance of image data has to 

turn into substantially as backward due to the 

increase of convivial networking, scrutinized 

cameras, and sources from satellite images. 

The indicated multimedia data is not unnatural 

for the progress. Another field too processes 

enormous data on this planet, mentioned as 

Big Data technology grabbed its attended 

among top vital technologies[1]. Big Data 

points to the tremendous determinations of 

data collection, later examine which also leads 

to vigorous times and manages to exploit 

necessary database management 

mechanisms[2].With the result of the 
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developed evaluation of consistent 

authorization of data and because of the 

expanding measure of data that is getting to be 

accessible consistently and accelerated 

modernized expansion. The size of massive 

data cannot be absolutely mentioned as it 

increases day after day. Datasets with multi-

terabytes data vary with thousand gigabytes 

for one terabyte to multi-petabytes data varies 

with thousand terabytes for one petabyte are 

designed as Big data. Maintain large volumes 

of data may provide helpful information and 

also it appends some predicament in the 

storage of data which costs depending on the 

security measures and its privacy measures 

[3]. Working on the major issues that utilize a 

high stockpiling limit within multiprocessor 

systems is the primary measure. The smart 

way to increase data size, successful 

processing requirements and applying various 

programming maintaining quality and 

algorithms in Hadoop can abundantly deal 

with new demands [3]. Message Passing 

Interface(MPI) is an interface within 

distributed systems that follows a successive 

procedure for processing large-scale 

voluminous data (image data).  

Future what a distributed system needs are 

parallel data processing. To execute and 

process the parallel computations [14] of 

algorithms, that completely depends on system 

programmer and developer. Ahead of the 

absence of specialists and professional 

developers they were not usually perceived [4] 

Big Data.  

One of the most prominent big organization 

i.e, GOOGLE that handles Big Data has 

introduced a programming model 

(MapReduce)[5]. The introduced model is a 

process in distributed systems. This also helps 

in maintain secure administration of 

distributed intact. The organizations deal with 

the primary existence of uniform issues in the 

introduced model in forming a cluster and its 

computations. The demand to set up the 

systems obligate with energy, moderate 

systems, substantial duration, imperative 

hardware and software. These preconditioned 

companies and enterprises are unreasonable 

for fewer and average size [4]. The 

interference of distributed computing was 

defined by the observations of the customers 

with the basic production of hardware and 

software benefits. Its requirement of the 

sources are based on the volume of computing 

nodes and simply lease them based on the run 

time of the algorithm and its execution time.  

The generated PDF files day after day in 2007 

by New York times are identified. Amazon 

cloud computing has converted eleven million 

photographs with four terabytes within 24 

hours into PDF format with the help of a 

hundred nodes. The accomplishment of the 

task was continued by the employment of 

various applicable algorithms and general 

systems [6]. A model named MapReduce was 

identified in this paper on the basis of the 

latest distributed processing. This model is 

expulsion for an open-source Hadoop 

framework that specifically holds the entire 

work process of image processing, continued 

through distributed processing systems based 

on the framework pros and cons. Considering 

the efforts of the framework, the MapReduce 

model has conferred the distributed processing 

through Hadoop for all the image through 

image processing [17]. Through this process, 

the readers are advised to use cloud computing 

and various computations over online and 

computer processing for applicants beyond the 

number of various contemplations and 

resources. The applicants for the allowance of 

resource utilization, pay the cost.  The cutting 

of edge data novelty was provided by the 

advert to source number [7]. Some of the most 

implemented frameworks are promoted in 

image processing as a factor of Hadoop. HIPI 

(Hadoop Image Processing Interface) [8] is a 

structure that precisely expected to allow 

image processing in Hadoop.  
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CONSEQUENCE OF DISTRIBUTED 

FRAMEWORK IN DATA PROCESSING 

A large amount of unstructured data has been 

processed for storage and analysis through an 

open-source design through Hadoop[8]. The 

importance of this framework shows the origin 

of processing data through search engines such 

as google and yahoo. These search engines 

were in need of improved and advanced 

models and tools for processing web page 

searching and indexing. Hadoop framework is 

exclusively designed for parallel processing of 

data at „n‟ number of computer nodes. The 

data size varied from petabyte and Exabyte 

within the processing of data in clusters that 

are efficiently distributed horizontally. Apache 

foundation was the designer and developer of 

the Hadoop source in 2005. It was the name of 

the elephant toy of Doug Cutting Son and 

Mike Cafarella who were working at Yahoo. 

This was originally designed to bolster 

provision for the Nutch internet pioneer 

enterprise. The Apache Hadoop design process 

was made depending on the modules as 

mentioned below [9]: 

 This structure consists of uniform 

libraries and utilities necessary by 

more alternative Hadoop modules. 

 This structure consists of a distributed 

file system named Hadoop Disturbed 

File System (HDFS) which results in 

data on stock machines, determining 

exact excessive bandwidth over the 

cluster. 

 It maintains a resource management 

system called Hadoop Yarn which is 

subjected to govern the resource 

computations in clusters and 

practicing them for setting up of user‟s 

functional applications.  

 It is a parallel programming model to 

process large-scale data known as 

Hadoop MapReduce  

 

FUNCTIONAL WORK MECHANISM IN 

HADOOP  

 

Tremendous data files from the sources 

transfer the log files through social networks 

and more data sources are disintegrated 

through a distributed network in this 

framework. Distribution, procuration, and 

improving immense files on the Hadoop 

cluster is undertaken by its diffused 

documented texture called HDFS. To increase 

the potency of this structured design, multiple 

numbers of computing nodes are allowed to 

process distributed documents 

[15].Accordingly, if any disturbance or 

collision of work in between the process, it 

gets quit and recovered back through the three 

computational nodes in HDFS [10].Firstly, the 

name node managing computational node that 

allows and makes a record of all sharing files 

and deposit the region of every part. Secondly, 

Infrequent analysis of machine nodes and 

managing the file system in Hadoop decides 

their removal of unnecessary data. File blocks 

are the components to store the data i.e, 

Information to Hadoop PCs known as 

information node. Another node named 

Management node holds and progress the 

entire available data from the information 

node-set.  Thirdly, the resultant node that helps 

to provide replication of nodes and manages 

accordingly. Thus, even though the nodes get 

lost, information within the nodes won't be 

lost. The layout of the file managing system of 

Hadoop is represented in figure 1. Ensuring 

the distribution of information Hadoop system, 

MapReduce sector [16], process and analysis 

will be completed [11]. Figure 2 represents the 

entire work progress by considering the 

fundamental steps. The applicant addresses the 

challenging issues to the nodes and executes 

them using  (job tracker).suggestions were 

often made through addressing than making of 

java accent. Through the working of Job 

tracker, it checks the files according to the 

necessity mentioned by the applicants. 
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Furthermore, the management node identifies 

the working computational machines that are 

included in the cluster. Consequently, the 

requests were given to each and every node 

that exists in the cluster.  These nodes are 

classified in terms of tasks known as task 

trackers. They evaluate the data and perform 

the given task by the job tracker parallel by 

executing the Map limit [12].Once the work is 

exected by the task tracker, the same machine 

node saves the result. Obviously,  one single 

node will be using all the data appealed by the 

results. All the obtained traditional results 

from the task tracker to the job tracker delivers 

the content to the reduce function of these 

nodes.  

For this reason, it handles the outputs of the 

applicants which is shown in the previous 

figure through nodes. Immediately, the outputs 

are executed successfully by MapReduce and 

the accurate adaption of the results is 

identified through Big Data analysts. This 

approach of administering data was 

implemented rightfully on the issues or 

acknowledged planning for data analysis and 

perhaps found on exchanging the concluded 

data within relational databases or data 

repositories [13]. 

 

 
Fig.1: Represents the layout of the file managing system of Hadoop 

 
(a) Representation of HDFS Namenode and JobTracker 
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(b) operational structure of MapReduce algorithm using Map() and Reduce() functions 

Fig.2: (a),(b) work progress by considering the fundamental steps 

 

PROBLEM STATEMENT  

Based on the availability of tremendous data 

on the internet, where images [18] files 

nowadays are very large in volume. These 

images are enormous with different sorts of 

documents and consume large amounts of disk 

utilization and sometimes poor while 

downloading. For such image data, the 

documents are pointed using a term named 

after compression. The strategy of the 

compression approach is lossless and 

sometimes lossy. Additional simplification of 

the term, disparate contrast images are 

gathered. All the data that is unique are 

recovered. The   

 Lossless and lossy constraints are conditions 

that illustrate the compression.  The archived 

data is kept uncompressed, every single bit of 

the lossless compression, data has been 

recorded initially.  

Furthermore, images [19] files have different 

parts and collections. It also contains duplicate 

files that are necessarily expelled from the 

authorized data. The data that has been 

encrypted or compressed cannot be further 

partitioned and must be analyzed as a separate 

consecutive flow of data. Taking advantage of 

such files MapReduce's job involves a single 

mapper to perform and assemble the entire 

document. Possibly, the performance hit will 

be expansive. Following are some of the usual 

image formats for consideration:  

 The joint photographic expert 

grouplabeled as JPG 

 Bitmap image labeled as  BMP 

 Portable Document format labeled as  

PDF 

 Graphic Interchange Format labeled as  

GIF 

 The joint photographic expert group 

labeled as  JPEG 

 Tag index File format  labeled as  

TIFF 

PROPOSED APPROACH  

This proposed approach will accept loads and 

plenty of images files [20] and used to abolish 
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replicate files from the feasible appropriate 

data. Compressed binary format data or 

encrypted binary format data, in particular, 

cannot be partitioned but can only be read as 

the distinguished consecutive flow of data. 

Practicing such files as input to a MapReduce 

task (Job), such that the process of single 

mapper allowing performing till the entire file 

gets processed, provoking a conceivable large 

performance potency accomplishment. In such 

circumstances, it is desirable to allow a 

disruptable format mostly referred to as 

SequenceFile, also, there is another process to 

avert if it cannot acquire the file in the 

disparate format and handle step by modifying 

it into a splitable setup.  Therefore, to enforce 

this approach MD5 algorithm is carried out.   

DESCRIPTION ON SEQUENCE FILE 

The sequence file consists of the binary format 

of key/value pairs described as flat files. 

input/output formats of all these sequence files 

are largely used in MapReduce. Inwardly 

rather privately, the sequence file stores the 

temporary outputs of the MapReduce map 

functions. figure3 illustrates the Sequence file 

procedure.  

 

Fig,3: Illustration the Sequence file procedure 

IMPLEMENTATION OF SEQUENCE 

FILES IN HADOOP  

Use of image files with a tremendous measure 

of data, the best idea to process and achieve 

better results are obtained only through 

sequence files using hadoop[13]. Hadoop 

distinguishes the data using two prominent 

applicational functions such as a map and 

reduce. Map files consistently can be analyzed. 

sequence files in particular orderly the data 

files and allows files to get partitioned by map-

reduce. Thus, this will choose the large 

volumes of files to perform multiple parallel 

tasks by splitting the work. Appropriate use of 

sequence files provides Hadoop an attempt to 

handle its parade. Nevertheless, the chunks of 

data are adequately worthwhile. Figure 4 

represents the work progression of 

transforming image files with the periods of 

map-reduce..  

Considering the key/value pairs,  the sequence 

file uses content as key in map file for 

configurations and maintains the quality, 

filename, image substance in HDFS in Bytes 

Writable format. The processed binary file 

stores the information at every stage rather 

than using all the bytes in the file. Reading and 

writing of binaries use usual ByteWritable. 

This would perform the process in a 

significant approach but the sequence of files 

was still questionable for image files as it is 

hard to illustrate in a simpler manner. The 

following are some of the ways that work on 

image files using sequence files in the 

notorious approach.  

Whenever the image files are acquired its most 

conceptual procedure is to generate a sequence 

file. The arrangement of image pre-processing 

is continually allowed to perform sequence 

files. For this reason, sequence files are joined 

to this and are associated similarly,  wherever 

the images files got struck and not retrieved 

properly at the same time.  This entire process 
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and gained through class 

org.apache.hadoop.io.SequenceFile.Writer. 

Some of the files such as tar files, the images 

are processed by implementing a tool written 

by Stuart Sierra which improves sequence 

files. Promoting the jobs to map-reduce by 

capturing all image files and storing image 

files as a sequence file.  The input is provided 

as HDFS and output will be achieved through 

a sequence file. A quick question glides are 

implemented through psyche before initiating 

the separation of codes. The sequence file 

keeps charge of the image file data that has 

been loaded into the memory in bytes format. 

There are two particular perspectives to obtain 

accurate files when the memory has lots of 

duplicate image files while making a sequence 

file. 

 In the image processing, an image 

copy finder and single uncomplicated 

map-reduce jobs allow performing 

sequence files with a peculiar end goal 

to function correctly.  

 Every image needs to be functioned 

autonomously before changing the 

image into a sequence file. The image 

copy finder and the separation of tasks 

show a sequence file to identify copies 

of files and structure of sequence files. 

GENERATION OF JOBS IN SEQUENCE 

FILE THROUGH PRE-PROCESSING 

The target of a sequence file is to maintain 

information about key and vales that holds 

filename and BytesWritable. 

For instance:  

hdfs://localhost:8022/customer/elevy/smallArc

hiveImages/WonderWoman.jpg,  

therefore, map/lessen task will concentrate 

exclusively a map in order that determines the 

read single file on the image and compose it to 

a sequence file through 

SequenceFileOuputFormat. This system 

named FileSystem that accepts oppose as a 

specificassembled object to access the HDFS 

file and FSDataInputStream with a unique 

decision intention to inspect from it. The byte 

array is an essential design to the society as a 

bytewritable. Considering the final 

arrangement of the task is 

SequenceFileOutputFormat class and this is 

made to sequence file using the map. This 

exists in the 

BinaryFilesToHadoopSequenceFile.java that 

accomplishes this job ahead.  

 

Fig.4:  MapReduce algorithm using Map() and Reduce() functions 
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BINARY FILE  

 The term binary is defined as 0‟s and 1‟s.  The 

file that holds binary digits is referred to as a 

Binary file which is computer-readable 

nevertheless not coherent. The impressive text 

data can also be stored in ASCII format. The 

possibility to develop binary files using 

Hadoop demonstrate with checking all the 

images. The image replication developer 

maintains the circulation of various limits of 

smaller files as an improvement for a Hadoop 

job and present to investigate the binary form 

of data in a map/reduce task. This is a common 

acceptable process of binary files in the 

machine and in algorithms. Hadoop 

demonstrates the best example through word 

count program text data to the binary form of 

output data. Hadoop is an excellent framework 

that allows massive files although the 

propagation of the processing on the minor 

consultant.  This will provide optimized 

solutions through processing and contribute 

effective results.  

Officially, providing services to the 

tremendous data, HDFS is supported. It 

reasonably overheads the huge data on all 

image files to achieve focal points like 

partitions of data into blocks on different node 

machines and also provide a substitute for 

every individual file with a less replicates. 

Based on the processing time, this can be 

affected too. As per the frequent change in the 

data, file is consigned to its responsible map 

operation. In this way, massive large files 

equip an extensive supply of map tasks. 

Maintaining the map tasks, applications can 

run without any overload by allowing heaps. 

With a reasonable justice, MultiFileInputSplit, 

are used instead of reusing the JVM machines. 

PROCEDURE FOR MD5 ALGORITHM 

MD5(message digest)an innovative method 

was introduced by Professor L. Rivest in 

1991.With the agreement of RFC 1321, “the 

algorithm accepts the input information has 

irrational length and delivers result as 128-bit 

“message digest” for the given input.  

This algorithm is usually an applicational 

aspect of digital signatures. In the case of large 

documents are protected and compressed 

through encryption algorithms such as RSA. 

Allowing two keys for privacy. One is the 

public key and the other is the private key, 

using the cryptosystem. The following Figure 

5 represents the structure of the MD5 

algorithm.  

 

Fig.5: represents the structure of the MD5 algorithm. 
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APPLICATIONAL EXECUTION OF 

STEPS  

Computing the padding bits: The input 

information is “padded” (developed) so that its 

dimension  (in bits) corresponds to 448 mod 

512. The process of Padding is steadily 

operated, regardless although the length of the 

message is 448 mod 512.It is accomplished by 

an individually “1” bit is connected to the 

padding message that obtains to be balanced to 

448 mod 512. partly 512 bits are added with a 

condition not less than one bit   

Accumulation of length: the length of the 

message was defined by 64-bit, added to the 

output of the initial step and it is not more 

significant than 2^64. Due to the insignificant-

form of 64 bits are applied. The outcome of 

the message (ensuing to stuffing with bits, b) 

acquire a length that has a straight forward 

diversified multiple of 512 bits and it is given 

by 16 (32-bit ) words of information message.  

Input MD buffer 

Evaluate the message digest by considering 

four-word buffer (P,Q,R,S). Here, 

everyP,Q,R,S word is saved under the 32-bit 

register. All the mentioned registers are 

promoted to the succeeding conditions in 

hexadecimal, insignificant-form bytes initially:  

Word   P  01  23  45  67 

Word  Q  89  Ab  Cd  Ef 

Word  R  Fe  Dc  Ba  98 

Word  S  76  54  32  10 

 

Generate the entire message in 16-word 

blocks, all the considered 4 functions are 

indicated as three input and executes one word 

as output (all four consists of 32-bit). 

F(M,N,O) = MN or not (M) O 

G(M,N,O) = MO or  N not (O)  

H(M,N,O) = M xor  N xor O 

I(M,N,O) = N xor ( M OR not (O)) 

Effectiveness of the selected algorithms 

Approaches Size of the 

key(bits) 

Assumed speed 

(Kbytes/sec.) 

PRB Optimized 

(Kbytes/sec.) 

TEA algorithm 128 700 - 

DES algorithm 56 350 7746 

Triple DES 

algorithm 

112 120 2842 

IDEA algorithm 128 700 4469 

RSA algorithm 512 7 - 

SHA algorithm 160 750 25162 

MD5 algorithm 128 1740 62425 

 

PERFORMED WORK 

 Apache foundation layed an open-source 

platform for researchers, who found great 

advantage in using Hadoop. Appealing to the 

MapReduce designs, regardless of Hadoop, we 

can additionally operate on the twister 

framework[14], phoenix framework [15] or 

more Mapreduce technical structure [16]. 

Considering two major structures that belong 

to MapReduce design for particular principles. 

Twister is applied to figure out iteratively and 

phoenix is implemented to perform multi-

processor frameworks over shared memory. 

These are suitable for fitting decisions in 

Hadoop. Yet, the overall concept of this paper 
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lies behind Hadoop, it's high subsistence and 

its preference forexistence in multi-purpose.  

PROPOSED FRAMEWORK  

HDFS is used to store image files and organize 

them accordingly by eliminating the text. The 

input data is been partitioned into blocks and 

circulated over the Hadoop cluster. All the 

binary files are functioned using read/write 

operations in Hadoop. Subsequently, the 

unspecified data that can be converted were 

placed into HDFS. This allows the flexibility 

that is captivating for magnificent data 

arrangement.  Allowing videos from CCTV‟s 

from social occasions were taken and placed 

into HDFS storage. Following  is the flowchart 

diagram and its steps accomplished outcomes 

for the considered expression:   

 

Fig.6: Flowchart for the proposed work 

1. Gather the video sequence level data 

that is ready to use and write the vast 

chunk data into the map-reduce 

algorithm and accumulate it as a 

reconciled file in HDFS. 

2. To read data, write custom recorders, 

then pictures from a particular group 

are verified by the previously occurred 

output file of the video file.  

3. To concentrate image frames,  enable 

LIBMPEG device in ritual 

RecordReader  

4. Conversion of text class from binary 

data to writable. 

5. Transform images into hadoop 

sequence file.  

6. Read binary image from the sequence 

file into a byte array using the 
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MapReduce algorithm which performs 

map function and reduces function.  

7. Transform image in Byte 

manifestation to IPlImage (Image 

object in OpenCV) 

8. Implement classification on the image 

using the classifier. 

9. Choose the identified face by drawing 

a rectangle  

10. Accumulate the identified images into 

one Hadoop sequence file.  

11. Now save all the data in the sequence 

file to HDFS storage database 

12. Derive recognized images from the 

sequence file.  

CONCLUSION 

The recent existence of an extensive quantity 

of perceptible data and its necessity for 

conversant and constraining transformation on 

restored management of allocated shared 

image processing schemes in image processing 

operations. In the coming era of technology, 

multiple different algorithms were designed to 

display the importance of the image processing 

field and realization of the large scale 

necessities in image processing fix to specific 

objectives of the outside environment.  In this 

paper, the analysis of distributed processing 

functional operations and the programming 

modes are mentioned. Besides a set of works 

are examined with the Hadoop system as it is 

open-source.  Its existence was lately 

identified but the processing models got 

advanced with better efficiency and also got 

some controversies. The occurrence, the IT 

society with its nonappearance of quality of 

lion‟s action, nonattendance of adequate 

expertise activity forces, and undesirable 

pitfall and effects on the report of its trait. 

Nevertheless, this disposing of data modes that 

manipulates MapReduce design and further 

distributed images surrounded by most 

powerful mechanical associations for image 

processing and set a consistency pattern to 

acknowledge distributed computing structures 

in the coming years  
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